stocks older than 1 year but younger than 2 years, Group 3 includes stocks older than 2 years but
younger than 3 years, Group 4 includes stocks older than 3 years but younger than 4 years, and
Group 5 includes stocks older than 4 years but younger than 5 years. As a comparison, we also
include stocks in our benchmark sample as Group 0. Since these new entrants do not have a long
history up to 5 years, we define ME(lag) as the initial log market value when firms enter the CRSP
database for firms in all groups other than Group 0.

Panel A of Table 7 reports the explanatory power (R?) of each component for the cross-sectional
variation in firm size. For all groups, the persistent component, ME(lag), has the most explana-
tory power, followed by AME(LR), AME(IR), and AME(SR). More importantly, there are clear
patterns for these component R? across these age groups. The R? for ME(lag), AME(IR), and
AME(SR) decreases monotonically from Group 2 to Group 5, whereas the R? for AME(LR) dis-
plays an opposite increasing pattern. Intuitively, compared to a relatively older firm, the probability
for a young firm to have a big change in market value since its entry is small, so its entry size ex-
plains the majority of its current size. In addition, the short-run and intermediate-run components
carry less weight as firms get older, because the long-run component gradually plays a more im-
portant role. For firms younger than 1 year old, the long-run component is absent, whereas the
intermediate-run component may only cover a fraction of the 11-month horizon. Interestingly, the
monotonic patterns do not extend to the benchmark sample (Group 0) that consists of more mature
stocks. For example, the R? for ME(lag) is 80.5% in Group 0, which is higher than 55% in Group
5. Similarly, the R? for AME(LR) is only 18.4% for Group 0, even lower than 28.3% for Group 3.
This break in monotonicity can be due to higher stock return volatility and more frequent equity
issuance for these young firms, resulting a greater cumulative change in firm size within the past
few years. This effect can be so strong that it dominates the effect from the horizon changes so

that the mature firms in Group 0 is more predicted by their ME(lag).'

[Insert Table 7 Here]

In Panel B, we run univariate Fama-MacBeth regressions of one-month ahead stock returns on
log firm size and its components. When the predictive variable is log firm size (ME), the estimated
coefficient is negative for all age groups, but it is much smaller in magnitude for younger firms.
For instance, the coefficient is —0.22 for firms that are 4 years old, compared with only —0.03
for firms younger than 1 year old. Therefore, we find a positive relation between size premium
and firm age. To understand this pattern, the last four columns report the coefficients of the size
components. Surprisingly, the estimated coeflicients are very stable across age groups. For the
ME(lag) component, it ranges from —0.049 to —0.092, but none of these estimates are statistically
significant. This finding is consistent with what we documented in the benchmark sample that
lagged 5-year size has no predictive power for future stock returns. Similar patterns are found for

the other components. The estimated coeflicient for firms in Groups 1-5 is between —0.56 and —0.69

¥Indeed, we find the cross-sectional standard deviations of the monthly change in firm size in the intermediate-run
and long-run horizons are 13.4% and 15.4% for firms in Group 5, significantly larger than the corresponding values
of 10.4% and 11.6% for firms in Group 0.
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for AME(LR), between 0.61 and 0.78 for AME(IR), and between —4.4 and —7.7 for AME(SR).
Therefore, the relation between size premium and firm age for these new entrants must be mainly
driven by the variation in the size components. In particular, for firms younger than 1 year old,
the ME(lag) and AME(LR) components dominate, so the size premium is small and insignificant.
As firms get older, the long-run component becomes more important and the corresponding R? is
increased to 43.7% when firms are 4 years old (Group 5). As a result, the implied size premium

among these firms is much stronger than firms in Group 1.

6 Conclusion

In this paper, we analyze the size effect by decomposing firm’s market value into four components.
Our result indicates that despite explaining about 80% of the cross-sectional variation in firm size,
the lagged 5-year component, which measures firm size 5 years ago, has little predictive power for
future stock returns. In contrast, the intermediate-run and long-run components, which measure
the changes in firm size in the prior 2-12 and 13-60 month horizons, only capture 3% and 18%
of firm size. However, they are strong return predictors: firms with the largest increase in size in
the intermediate-run (long-run) outperform (underperform) firms with the largest decrease in size
in intermediate-run (long-run) by 8.64% (7.33%). Therefore, the standard size strategy effectively
takes a long position in the premium based on the long-run component and a short position in the
intermediate-run component. These results also suggest that the size premium is mainly driven by
this long-run component, which we confirm using double-sorted portfolios, linear factor time series
regressions, and Fama-MacBeth cross-sectional regressions.

We apply this decomposition to several aspects of the size premium. First, we uncover an
interesting seasonality in momentum factor beta of the size premium with Fama and French (1992)
timing. Since a large fraction of change in firm size in the intermediate-run horizon is due to stock
returns, the seasonality of the intermediate-run component from the decomposition procedure also
implies a momentum exposure seasonality. Second, our size decomposition sheds light on the
January effect quantitatively. Leading explanations such as the tax-loss selling hypothesis and
the institutional investor window dressing hypothesis are based on the stock performance in the
previous year. Our analysis suggests that the previous-year change can only explain less than
20% of the January effect. Instead, firm size 5 years ago captures more than 60% of the January
effect, which poses a challenge to these explanations. Third, we relate our decomposition to the
disappearance of size premium between early 1980s and early 2000s. Our result suggests that
although the traditional size premium disappeared in this sample period, the premium from the
long-run component that drives the size premium was still alive and quite strong. Lastly, we study
the performance of new entrants, that is, firms that enter the CRSP database within the previous
5 years. We document a positive relation between size premium and firm age among these new
entrants, and find that the change in the composition of size components with firm age is mainly

responsible for this positive correlation.
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Table 1: Characteristics of size portfolios

This table reports the value-weighted average excess returns (Ret®), standard deviation (Std),
Sharpe Ratio (SR), Skewness (Skew), Kurtosis (Kurt), and intercepts from CAPM model (a©APM)
of the decile Size portfolios in Panel A, and the time-series average of the cross-sectional median
firm characteristics in Panel B. At the end of June each year, we sort NYSE/AMEX/NASDAQ
common stocks by market equity into Size deciles. ME is log of market equity in million dollars.
BM is the book value of equity divided by market value at the end of the last fiscal year. MOM is
momentum, defined as prior 2-12 month returns, LTCON is long-term contrarian, defined as prior
13-60 month returns. The returns and alphas are annualized and reported in percentages. The
t-statistics in parentheses are calculated based on the heteroskedasticity-consistent standard errors
of Newey and West (1987). The sample period is from July 1963 to December 2015.

Panel A: Size portfolio excess returns

Port. S 2 3 4 5 6 7 8 9 B SB
R? 854 800 915 855 872 764 794 758 672 527  3.28

(2.43)  (2.44) (3.01) (2.88) (3.06) (2.87) (3.00) (3.05) (2.88) (2.57) (1.28)
Std 21.99 21.93 20.79 2026 1937 1825 17.88 17.34 1599 1467 16.65
SR 039 036 044 042 045 042 044 044 042 036 020
Skew 0.15 -025 -045 -045 -051 -056 -0.45 -048 -045 -036  0.73
Kurt 248 212 202 218 227 195 216 1.8 200 1.72 420

aCAPM 1.91 0.76 2.02 1.53 1.81 0.99 1.32 1.08 0.65 -0.30 2.21
(0.91) (0.47) (1.50) (1.20) (1.74) (1.08) (1.60) (1.51) (1.20) (-0.63) (0.89)

Panel B: Size portfolio characteristics

Port. S 2 3 4 5 6 7 8 9 B
ME 3.00 448 5.03 547 588 629 6772 721 783 8280
BM 092 072 070 0.67 064 062 060 060 059 0.50

MOM 0.44 771 978 1089 11.38 11.73 11.78 11.65 11.46 11.54
LTCON 6.66 41.07 52.69 56.19 61.98 64.68 64.43 61.88 64.41 69.72
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Table 2: Characteristics of size and component portfolios

This table reports the time-series average of the cross-sectional median firm characteristics in the
decile portfolios sorted by log size (ME, Panel A), intermediate-run change in log size (AME(IR),
Panel B), long-run change in log size (AME(LR), Panel C), and lagged 5-year log size (ME(lag5),
Panel D). At the beginning of each month, firms are sorted into deciles based on the sorting
variables. ML is logarithms of market equity at June in million dollars following the timing in
Fama and French (1992). BM is the book value of equity divided by market value at the end of
the last fiscal year. MOM is momentum, defined as prior 2-12 month returns, LTCON is long-
term contrarian, defined as prior 13-60 month returns. The size decomposition is described in
Section XXX. The sample includes all NYSE/AMEX/NASDAQ common stocks with nonmissing
size components from the size decomposition from July 1963 to December 2015.

Panel A: Size portfolios

Port. Lo 2 3 4 5 6 7 8 9 Hi
ME 3.06 449 507 554 598 640 6.8 735 794 890
BM 1.06 082 077 073 070 066 062 062 059 048
MOM 234 848 1031 10.88 1141 11.67 11.76 1141 1147 11.54

LTCON 7.58 4158 53.05 56.56 6282 63.84 6339 6347 6435 70.23
AME(IR) -006 000 0.02 002 003 003 004 003 004 005
AME(LR) -036 002 013 018 024 026 029 030 032 043
ME(lag5) 336 445 491 533 570 610 653 702 758 849

Panel B: Portfolios sorted by intermediate-run change in size (AME(IR))

Port. Lo 2 3 4 5 6 7 8 9 Hi
ME 3.65 446 484 508 524 536 541 540 524  4.67
BM 080 08 08 079 o048 078 077 075 075 0.73
MOM -2719  -9.79 -239 311 7.86 1218 17.11 23.13 3205 57.03

LTCON 25.68 37.08 41.09 43.13 44.82 46.00 46.18 47.13 4571 2941
AME(IR) -0.38 -0.19 -0.11 -0.06 -001 004 0.08 014 021 040
AME(LR) -0.07 0.00 0.04 005 0.07 008 008 0.09 007 -0.08
ME(lag5) 418 464 490 507 514 519 519 513 490 4.27

Panel C: Portfolios sorted by long-run change in size (AME(LR))

Port. Lo 2 3 4 5 6 7 8 9 Hi
ME 309 400 453 496 524 546  5.59 5.67 5.74 5.71
BM 1.28 1.06 095 086 0.81 0.75  0.69 0.62 0.53 0.41
MOM 8.29 881 882 919 9.03 887 8.66 8.10 7.31 3.60

LTCON -45.78  -744 1391 3106 4695 63.78 8243 107.21 147.88 271.58
AME(IR) 0.00 0.00 -0.01 000 0.00 000 001 0.01 0.01 0.00
AME(LR) -1.10 -0.53 -0.27 -0.09 0.06 021 0.36 0.53 0.78 1.31
ME(lag5) 433 453 480 503 516 523 522 5.11 4.93 4.23

Panel D: Portfolios sorted by lagged 5-year size (ME(lagh))

Port. Lo 2 3 4 5 6 7 8 9 Hi
ME 3.19 450 503 546 588 630 674 724 783 883
BM 092 08 08 078 074 072 069 067 066 0.57
MOM 5.80 821 898 970 944 988 972 1045 9551 9.39

LTCON 41.84 3745 4056 41.82 4219 4441 4440 43.64 4254 39.95
AME(IR) -0.02 000 0.00 0.01 001 001 001 002 0.02 0.02
AME(LR) -0.03 -003 0.02 004 005 0.08 012 012 0.13 0.16
ME(lags) 331 453 500 541 581 6.20 662 7.10 7.67 857
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Table 3: Returns and asset pricing tests of size and component portfolios

This table reports the value-weighted average excess returns (R°), standard deviation (Std), Sharpe
Ratio (SR), and intercepts from CAPM model («®4PM) of decile portfolios sorted by log size (ME,
Panel A), intermediate-run change in log size (AME(IR), Panel B), long-run change in log size
(AME(LR), Panel C), and lagged 5-year log size (ME(lag5), Panel D). The size decomposition is
described in Section XXX. At the beginning of each month, firms are sorted into deciles based on
the sorting variables. The returns and CAPM alphas are annualized and reported in percentages.
The t-statistics in parentheses are calculated based on the heteroskedasticity-consistent standard
errors of Newey and West (1987). The sample includes all NYSE/AMEX/NASDAQ common stocks
with nonmissing size components from size decomposition from July 1963 to December 2015.

Panel A: Size portfolios

Port. Lo 2 3 4 5 6 7 8 9 H LH
R® 1022 951 1019 982 989 845 851 775 672 529 493

(3.05) (3.05) (3.55) (3.53) (3.67) (3.36) (341) (3.25) (2.99) (2.61) (2.02)
Std 2142 2117 19.92 1916 1832 17.37 17.19 1683 1550 1458 16.33
SR 048 045 051 051 054 049 049 046 043 036  0.30

aCAPM 379 261 343 321 344 214 219 146 089  -0.22 401
(1.88)  (1.60) (2.51) (2.55) (3.06) (2.23) (237) (1.93) (1.34) (-0.45) (1.68)

Panel B: Portfolios sorted by intermediate-run change in size (AME(IR))

Port. Lo 2 3 4 5 6 7 8 9 H  LH
R® 169 395 562 461 629 578 668 821 854 1032 -8.64

(0.49)  (1.5) (248) (2.17) (3.13) (2.89) (3.29) (3.96) (3.54) (3.36) (-3.64)
Std 2305 1801 1614 1520 14.84 1446 1480 1540 1688 2047  16.65
SR 007 022 035 030 042 040 045 053 051 050 -051

aCAPM 595 208 004 -077 099 058 130 262 242 316  -9.10
(-346) (-1.41) (0.04) (-0.80) (1.12) (0.74) (1.67) (3.65) (2.85) (2.39) (-3.85)

Panel C: Portfolios sorted by long-run change in size (AME(LR))

Port. Lo 2 3 4 5 6 7 8 9 H LH
R® 1188 843 826 819 748 703 595 566 546 454 733

(3.77) (348) (3.76) (3.84) (3.77) (3.39) (2.89) (2.67) (242) (1.59) (3.23)
Std 2067 1733 15.85 14.81 1414 1455 1473 1513 1644 1957 14.81
SR 057 049 052 055 053 048 040 037 033 023 050

aCAPM 517 254 280 301 247 1.8 062 015 -058  -260 7.76
(2.99)  (1.94) (247) (2.90) (3.07) (2.22) (0.81) (0.20) (-0.69) (-2.61) (3.41)

Panel D: Portfolios sorted by lagged 5-year size (ME(lagh))

Port. Lo 2 3 4 5 6 7 8 9 H  LH
R® 702 895 825 867 851 797 742 750 662 549 153

(2.02)  (2.77) (2.71) (291) (3.17) (3.04) (2.99) (3.09) (2.99) (2.82) (0.63)
Std 2256 21.82 2030 2008 1823 1806 17.33 1671 1566 1414  15.99
SR 031 041 041 043 047 044 043 045 042 039  0.10

aCAPM 041 146 110 153 191 135 100 118 071 018  -0.59
(-0.23) (1.03) (0.91) (1.37) (1.88) (1.51) (1.31) (1.99) (1.40) (0.35) (-0.27)
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Table 4: Relation between size and AME(LR) component

This table reports the relation between firm size and AME(LR) components. In Panel A, each
month we construct 5-by-5 portfolios independently double-sorted by firm size and AME(LR)
component. Panel A.1 reports the size premium (the annualized value-weighted excess returns
and CAPM alphas difference between bottom and top size quintile portfolios) within and across
AME(LR) quintiles. Panel A.2 reports the AME(LR) premium (the annualized value-weighted
excess returns and CAPM alphas difference between bottom and top AME(LR) quintile portfolios)
within and across size quintiles. Panel B reports the time series regression coefficients of size (Panel
B.1) and AME(LR) (Panel B.2) decile portfolios in a two-factor model, with the market factor and
the AME(LR) premium factor as the risk factors. Panel B.1 reports the intercept (), the market
beta (1), and the AME(LR) factor beta (32). Panel B.2 reports the intercept («), the market beta
($1) and the size factor (32). Panel C reports the time series regression coefficients of size (Panel
C.1) and AME(LR) (Panel C.2) decile portfolios in a three-factor model with the addition of a
AME(IR) premium factor. The returns and alphas are annualized and reported in percentages.
The t-statistics in parentheses are calculated based on the heteroskedasticity-consistent standard
errors of Newey and West (1987). The sample includes all NYSE/AMEX /NASDAQ common stocks
with nonmissing size components from size decomposition from July 1963 to December 2015.

Panel A: Double sorts and conditional premium
Panel A.1: Conditional size premium across AME(LR) quintiles

AME(LR) Lo 2 3 4 Hi  Average
R® 4.02 4.06 3.35 3.06 -1.24 2.65

(1.40) (2.03) (1.81) (L.37) (-0.5)  (1.31)
a A EM 2.46 291 2.11 1.82 -2.26 1.41

(0.90) (1.53) (1.19) (0.85) (-0.91) (0.74)
Panel A.2: Conditional AME(LR) premium across size quintiles

Size Lo 2 3 4 Hi Average
R*® 8.92 5.50 4.24 4.80 3.65 5.42

(6.37) (3.34) (251) (2.64) (1.50) (3.85)
aCAPM 9.29 5.99 5.04 5.65 4.57 6.11

(6.63) (357) (3.00) (3.13) (1.88)  (4.33)
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Panel B: Size and AME(LR) portfolios in two-factor models
Panel B.1: Size portfolios

Port. Lo 2 3 4 5 6 7 8 9 Hi L-H
o -0.04 -0.88 0.48 0.71 1.24 0.66 0.99 0.41 0.47 0.50 -0.54
(-0.03) (-0.71)  (0.45) (0.67) (1.32) (0.76) (1.17)  (0.64) (0.75)  (1.08) (-0.29)

B 1.11 1.18 1.16 1.13 1.10 1.07 1.07 1.06 0.98 0.91 0.20
(31.41) (43.10) (47.04) (43.64) (45.01) (51.78) (55.62) (75.20) (63.40) (90.75)  (4.67)

5o 0.49 0.45 0.38 0.32 0.28 0.19 0.15 0.14 0.05 -0.09 0.59
(12.56) (14.30) (14.33) (12.28) (10.94) (8.77) (7.18)  (7.40) (3.34) (-8.62) (12.60)

R? 0.71 0.80 0.84 0.85 0.87 0.90 0.91 0.94 0.94 0.95 0.30

Panel B.2: AME(LR) portfolios

Port. Lo 2 3 4 5 6 7 8 9 Hi L-H
o 3.39 1.83 2.51 2.95 2.42 1.82 0.96 0.63 -0.13 -2.41 5.80
(2.68)  (1.55)  (2.25)  (2.88) (297) (2.26) (1.28)  (0.88) (-0.16) (-2.44)  (3.18)

B 1.05 0.96 0.90 0.86 0.83 0.87 0.90 0.94 1.02 1.20 -0.15
(33.38)  (31.30) (30.77) (32.69) (36.29) (41.22) (36.32) (41.53) (38.94) (51.86) (-3.22)

Bo 0.44 0.18 0.07 0.01 0.01 0.00 -0.09 -0.12 -0.11 -0.05 0.49
(10.22)  (4.88) (1.49) (047) (0.38) (-0.19) (-3.16) (-5.63) (-5.51) (-1.96)  (8.52)

R? 0.82 0.79 0.79 0.81 0.83 0.85 0.88 0.89 0.90 0.88 0.29

Panel C: Size and AME(LR) portfolios in three-factor models
Panel C.1: Size portfolios

Port. Lo 2 3 4 5 6 7 8 9 Hi L-H
o -0.04 -0.76 0.83 0.98 1.59 1.05 1.36 0.90 0.73 0.61 -0.65
(-0.02) (-0.58) (0.76) (0.91) (1.62) (1.15) (1.54)  (1.37) (1.07) (1.26) (-0.33)

B 1.11 1.18 1.15 1.12 1.09 1.06 1.06 1.05 0.97 0.91 0.20
(30.92) (42.53) (46.74) (43.71) (44.80) (50.88) (53.93) (75.42) (61.36) (90.76)  (4.64)

Bo 0.49 0.45 0.37 0.31 0.27 0.18 0.14 0.12 0.05 -0.10 0.59
(11.51) (12.38) (12.87) (11.33) (10.53)  (8.48)  (6.85)  (6.82)  (3.05) (-7.96) (11.41)

B 0.00 0.01 0.03 0.02 0.03 0.03 0.03 0.04 0.02 0.01 -0.01
(0.01) (0.29) (0.99) (0.85) (1.24) (1.47) (1.57) (2.93) (1.60) (0.70) (-0.16)

R? 0.71 0.80 0.84 0.85 0.87 0.90 0.91 0.94 0.94 0.95 0.30

Panel C.2: AME(LR) portfolios

Port. Lo 2 3 4 5 6 T 8 9 Hi L-H
o 4.62 2.68 3.70 3.71 2.86 2.23 1.45 0.72 -0.32 -3.11 T2
(3.70)  (2.29) (3.19) (3.41) (3.25) (2.83) (1.93) (0.98) (-0.37) (-3.14)  (4.38)

B 1.05 0.95 0.89 0.86 0.83 0.87 0.90 0.94 1.03 1.20 -0.16
(37.14) (30.79) (29.99) (31.76) (35.12) (41.21) (36.81) (41.34) (38.63) (52.50) (-3.77)

5o 0.42 0.16 0.05 0.00 0.00 -0.01 -0.09 -0.12 -0.11 -0.04 0.46
(10.70)  (4.80)  (1.15)  (0.08)  (0.13) (-0.57) (-3.49) (-5.55) (-5.36) (-1.56)  (9.01)

Ba 0.13 0.09 0.12 0.08 0.05 0.04 0.05 0.01 -0.02 -0.07 0.20
(4.58)  (3.81) (3.92) (2.89) (1.78) (2.02) (2.12) (0.54) (-0.81) (-3.31)  (4.99)

R? 0.83 0.80 0.80 0.81 0.83 0.86 0.88 0.89 0.90 0.88 0.34
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Table 5: Fama-MacBeth regressions
This table reports the results from Fama-MacBeth regressions of returns (in percentages) on firm
characteristics, including the logarithm of the firm size and its components. The {-statistics in
parentheses are calculated based on the heteroskedasticity-consistent standard errors of Newey and
West (1987). The sample includes all NYSE/AMEX/NASDAQ common stocks with nonmissing

size components from size decomposition from July 1963 to December 2015.

Specification (1) (2) (3) (4) (5) (6) (7)
Intercept 1.724 1.460 1.234  1.229 1.442 1.406 1.788
(4.49)  (3.91) (5.07) (5.05) (3.89) (3.77) (4.67)
ME -0.109 -0.323 -0.041 -0.123
(-2.77) (-4.4) (-1.12) (-3.11)
ME(lag5) -0.054 0.273
(-1.43) (4.24)
AME(LR) 0.411 0.371
(-5.52) (-6.15)
AME(IR) 0.734 0.862
(4.06) (4.86)
R%(%) 148 114 078 074 204  1.95 216
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Table 6: January effect

This table analyzes January effect for two size strategies. The first strategy follows Fama and French
(1992) timing and defines firm size as the market value at the end of previous June. The second
strategy defines firm size as the market value at the end of previous month. Panel A reports the
fraction of the cross-sectional variance of log firm size that is explained by its components. Panel B
reports the coefficients from the univariate Fama-MacBeth regressions of returns (in percentages)
on the logarithm of the firm size and its components. The {-statistics in parentheses are calculated
based on the heteroskedasticity-consistent standard errors of Newey and West (1987). The sample
includes all January from 1964 to 2015.

Panel A: Adj R? of size regressions

Size timing ME(lagh) AME(LR) AME(IR) AME(SR)
End of previous June 0.806 0.186 0.023
End of previous month 0.790 0.171 0.047 0.006

Panel B: Fama-MacBeth regressions

Size timing ME  ME(lagh) AME(LR) AME(IR) AME(SR)
End of previous June -1.62 -1.29 -3.04 -3.27
(-6.79) (-6.13) (-6.14) (-4.50)
End of previous month  -1.81 -1.32 -3.08 -4.39 -17.22
(-6.91) (-6.43) (-6.00) (-5.08) (-7.23)
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Table 7: New entrants

This table analyzes new entrants, defined as all NYSE/AMEX/NASDAQ common stocks that enter
the CRSP database within the past five years but have non-missing market value at the end of
previous June. At each month, Group 1 includes stocks younger than 1 year, Group 2 includes
stocks older than 1 but younger than 2 years, Group 3 includes stocks older than 2 but younger
than 3 years, Group 4 includes stocks older than 3 but younger than 4 years, and Group 5 includes
stocks older than 4 years. As a comparison, we also report the result for the sample of firms used
in Table 2 (Group 0). ME(lag) is the log market value 5 years ago for Group 0. For the other
groups, ME(lag) is the log market value when firms enter the CRSP database. Panel A reports the
fraction of the cross-sectional variance of log firm size that is explained by its components. Panel B
reports the coefficients from the univariate Fama-MacBeth regressions of returns (in percentages)
on the logarithm of the firm size and its components. The {-statistics in parentheses are calculated
based on the heteroskedasticity-consistent standard errors of Newey and West (1987). The sample
is monthly from July 1963 to December 2015.

Panel A: Adj R? of size regressions
Group ME(lag) AME(LR) AME(IR) AME(SR)

1 0.936 0.100 0.029
2 0.818 0.140 0.129 0.014
3 0.698 0.283 0.085 0.009
4 0.618 0.367 0.071 0.007
5 0.550 0.437 0.063 0.006
0 0.805 0.184 0.026 0.004

Panel B: Fama-MacBeth regressions
Group ME  ME(lag) AME(LR) AME(IR) AME(SR)

1 -0.030  -0.066 0.612 ~4.390
(-0.40)  (-0.86) (1.28) (-2.35)
2 -0.053  -0.074 -0.687 0.675 -6.105
(-0.84)  (-1.06)  (-3.56) (2.19) (-2.92)
3 0219 -0.092 -0.639 0.779 -4.668
(-327)  (-1.35)  (-4.10) (2.87) (-2.01)
4 0.227  -0.049 -0.584 0.653 -7.701
(-3.53)  (-0.72)  (-4.63) (2.26) (-3.45)
5 0223 -0.075 -0.558 0.658 -5.363
(-3.75)  (-1.28)  (-5.48) (2.62) (-2.50)
0 -0.109  -0.054 -0.411 0.734 -6.010
(277)  (-143)  (-5.52) (4.06) (-4.24)

31



Figure 1: Fractions of cross-sectional variance of firm size explained by its components
This figure plots the fractions of cross-sectional variance of firm size explained by its components
over time. At each month, we run a cross-sectional regression of log market equity from the
previous June on each of its components (ME(lag5), AME(LR), AME(IR), and AME(SR)). For
each component, the adjusted R? for year ¢ is calculated as the average R? from July, year t — 1 to
June, year t. The sample includes all NYSE/AMEX/NASDAQ common stocks with nonmissing
size components from size decomposition from July 1963 to December 2015.
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Figure 2: Seasonality in momentum beta
This figure plots the seasonality in momentum beta of the Fama and French (1992) size premium
(Panel A) and the size premium based on the market value of the previous month (Panel B). In
each quarter, we estimate the momentum beta of the long-short size decile portfolios in a two-factor
model with the market excess return and the winner-minus-loser portfolio return from momentum
deciles as the risk factors. The sample includes all NYSE/AMEX/NASDAQ common stocks from

July 1963 to December 2015.
Panel A: Size strategy based on Fama and French (1992) timing

01 T T T T
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Figure 3: Cumulative returns of size and components strategies
This figure plots the cumulative returns of the long-short portfolio based on standard size and
its components. To be consistent with the sign of the size premium, the long-short portfolio for
each sorting variable is the difference between the bottom and top decile portfolios. The sample
includes all NYSE/AMEX/NASDAQ common stocks with nonmissing size components from size
decomposition from July 1963 to December 2015.
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Why So Much Error in Analysts’
Earnings Forecasts?

Vijay Kumar Chopra

Wall Street analysts tend to be too optimistic about the earnings prospects
of companies they follow. The average consensus 12-month EPS growth
forecast is 17.7 percent, which is more than twice the actual growth rate.
In aggregate, forecasts are 11.2 percent above actual earnings at the start
of a year and are revised downward continuously in the course of the year.
For thefull study period reported here, the percentage of 12-month earnings
estimates revised downward exceeded the percentage revised upward, on
average, by 4.4 percent every month. Since 1993, however, the quality of
analyst forecasts seems to have improved, This article provides an intuitive
explanation of the change and suggests ways in which analysts can use the
explanation to improve porifolio performance.

se of earnings estimates is an integral part
of equity valuation by fundamental and
quantitative analysts, and the estimates
have even becomean integral part of finan-
cial reporting in the popular press. Thebehavior and
uses of earnings estimates have been widely stud-
ied. I/B/E/S International has published an excel-
lent bibliography of earnings expectation research
(Brown 1996). Studies that have shown that analysts
tend to overestimate earnings include Clayman and
Schwartz (1994), Dreman and Berry (1995), and
Olsen {1996). Clayman and Schwartz attributed the
positive bias to analysts’ tendency to “fall in love”
with their stocks. In addition, they proposed that
investmnent banking relationships of investment
houses and the prospect of being cut off from access
to company managers make issuing negative or
critical reports on companies difficult for analysts.
Dreman and Berry examined quarterly earnings
estimates and found that the average forecast errors
tend to be high; in their study, only a small percent-
age of estimates fell into an acceptable error range.
Olsen ascribed the positive bias and lack of accuracy
in earnings estimates to herding behavior among
forecasters. Francis and Philbrick (1993) argued that
analysts make optimistic forecasts to maintain rela-
tionships with company managers.
The data for the studies reported here are
from the 1/B/E/S Global Aggregates database,

Vijay Kumar Chopra, CFA, is a vice president and serior
quantitative portfolio manager in the Global Equity
Group at Bankers Trust Company.

November/December 1998

which aggregates bottom-up analyst earnings
forecasts to create forecasts at the market level.
The specific forecasts analyzed were for the earn-
ings of the 5&P 500 Index. I/B/E/S uses market-
capitalization weights to combine the mean earn-
ings forecasts for each company in the S5&P 500
into an index of earnings estimates. The data are
available on a monthly basis beginning with Jan-
uary 1985; the cutoff point for this study is Decem-
ber 30, 1997.

Forecast Changes during a Year

This study focused on how the forecasts for the S&P
500 earnings for the current fiscal year vary over the
course of the year. Figure 1 shows the “calendar-
ized” current fiscal year (Calendar FY1inI/B/E/S
terminology) forecasts and actual earnings per
share for the entire study period, January 1985
through December 1997.! Because of the delay in
reporting earnings, the actual eamings are not
known until after the year has ended. To make sure
that all companies have reported, I used the actual
eamnings for a calendar year from the 1/B/E/S
computation made in July of the following year.
Therefore, the July 1996 calculation of calendarized
1995 earnings is taken to be the actual earnings for
calendarized 1995,

The calendarized actual earnings follow a
stair-step pattern. The long-term upward trend and
the cyclicality in actual earnings are both evident
from Figure 1: Earnings tend to increase over the
long run. The cumulative annualized growth rate
in earnings for the period is 8 percent, but earnings
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Figure 1. Calendarized FY1 Actual Earnings, Forecasted Earnings, and Fore-
cast Errors for the S&P 500: 1985-97
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have declined in some periods, such as 1986 and
1989-1991. The earnings recovery since 1992 has
produced a steady step-up pattern.

In general, Figure 1 shows that earnings fore-
casts are very optimistic at the start of the year and
decline toward actual values as the year progresses.
The decline in full-year forecasts occurs as quar-
terly numbers are released and an increasing por-
tion of the fiscal-year earnings becomes known. In
addition, as the year progresses, company manag-
ers comment on the outlook for their companies in
future quarters and analysts gather additional
information that may lead them to revise their esti-
mates. On rare occasions, analysts underestimate
earnings, such as in 1988, For most years, however,
analysts revise their initial estimates downward.
Future research will have to separate the effect of
time from the effect of better visibility for the late
quarters of each year.

On average, the Street overestimated current-
year earnings by 6.1 percent in the 1985-97 period.
In some periods, such as around February 1991, the
overestimation was as high as 30 percent, and in
other periods, such as February 1988, earnings
were underestimated by more than 8 percent. The
average overestimation in the 1985-92 period was
9.4 percent.

Since 1993, analyst forecasts have been much
closer than in the past to actual earnings. The aver-
age forecast error since January 1993 has been

remarkably small, an average overestimation of
less than 1 percent.

Overestimations typically correct in the course
of a year. Figure 2 shows the decline toward reality
of analyst optimism. On average, earnings are over-
estimated by about 11.2 percent at the start of the
fiscal year. {The largest forecast errors occur in Feb-
ruary because of the I/B/E/S convention of rolling
over a calendar year at the end of January instead of
at the end of December.) The overestimation
declines to 8.7 percent three months later. Another
quarter later, the estimate declines to only 6.6 per-
centabove the actual. By the end of the third quarter,
the overoptimism is only 3.6 percent. With attention
shifting to the next fiscal year, the final overestima-
tion is only slightly more than 1 percent on average.
{Complete convergence does not occur at year end
because of the delay in reporting earnings.)

The pattern of declining overestimation was
more pronounced before 1993; in the pre-1993
period, the average forecast errors in February
were almost 17 percent. At the end of July, they
were still well over 10 percent. Since 1993, the error
has been as low as 2 percent in February, fading to
small negative values from September on.

Another perspective on analyst optimism can
be gained by looking at the percentage of estimates
of 12-month-forward earnings that are revised
upward or downward every month? Figure 3
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Figure 2. Analyst Overoptimism and Dispersion in EPS Estimates: Monthly

Pattern, Averages for 1985-97
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Note: Estimates are from February of a calendar year to January of the following year because of the
1/B/E/S February rollover. The initial estimate for Calendar FY1 is made in February, and the final

estimate is made in January of Calendar FY2.

Figure 3. Net EPS Estimate Revisions
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shows the net positive revisions of 12-month-
forward earnings.3 This series is volatile, but its
overall trend is important. Most of the net revisions
are negative, which is to be expected; analysts are
constantly adjusting their estimates downward
because the initial estimates are too optimistic. The
average net revision for the entire period, indicated

November/December 1998

by the shaded line in Figure 3, is —4.4 percent—that
is, the percentage of estimates revised downward
exceeds the percentage revised upward by 4.4
percent each month. Since 1994, however, net
revisions have been close to zero, which confirms
the other evidence that analyst forecasts have
improved in accuracy since that time.
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Consider now another interesting aspect of
analyst forecasts—the degree of disagreement
among the estimates. Figure 2 shows the decline in
the dispersion of estimates over the course of a
typical year. The dispersion is greatest in February
and declines systematically to its lowest value the
following January. This decline can be attributed to
quarterly earnings releases and the resulting
increase in the visibility of the company’s pros-
pects. For the whole study period, dispersion in
estimates at the level of the S&P 500 exhibits the
sawtooth pattern shown in Figure 4. Analyst esti-
mates of Calendar FY1 earnings show the greatest
disagreement at the start of the year. As companies
report interim quarterly results, the proportion of
the fiscal year for which earnings have to be fore-
casted declines, which reduces the divergence in
Calendar FY1 estimates as the year proceeds. This
pattern has been particularly strong since 1988 and
does not show any signs of fading in recent years.
Although analysts may have gotten better at esti-
mating the year’s overall level of earnings, the dis-
agreement among analysts over earnings estimates
has not diminished over the years.

Forecasted versus Actual EPS
Growth

Analysts’ earnings growth rate forecasts provide
another perspective on the overoptimism evident
in their forward estimates of EPS. Figure 5 shows
the rolling 12-month-forward actual and forecasted

growth in S&P 500 earnings. For example, the 12-
month forecasted growth rate in March 1986 was
16.6 percent whereas the actual growth rate for the
subsequent 12 months was -2 percent.

Figure 5 provides three key insights into ana-
lyst behavior. First, earnings growth forecasts are
always positive. The forecasts lie roughly in the
10-30 percent range, with an average of 17.7 per-
cent, whereas actual growth averages 8.6 percent,
almost 9 percent below the forecasts on an annual
basis. Therefore, on average, analysts’ forecasts are
double the actual growth rate in earnings.

Second, actual earnings growth rates vary a lot
more than the forecasted rates. Actual earnings
growth varies between —15 percent and 40 percent,
whereas the forecasts lie within a much narrower
range, 10-30 percent. The standard deviation of
forecasted growth rates is only 5.4 percent, com-
pared with a 12 percent standard deviation for
actual earnings growth rates. Note that, in aggre-
gate, analysts never forecast an absolute decline in
earnings, but actual earnings have fallen for
extended periods of time {e.g., January 1985 to June
1986, which coincided with a rapid decline in the
pace of economic activity and a collapse in the price
of oil, and again from January 1989 through June
1991, which was a time of brief economic recession).

Third, Figure 5 shows that, as with EPS levels,
actual and forecasted EPS growth rates have been
much closer since January 1993. Table 1 summa-
rizes the forecasting behavior of analysts for the

Figure 4. Dispersion in Analyst EPS Estimaties over Time
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Figure 5. Forecasted versus Actual EPS Growth Rates
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Note: The actual growth rates end in December 1996, whereas the forecasted growth rates are available
through the end of 1997 because the actual growth rate is not known until 12 months after a given
month-end. For example, the actual growth rate for March 1986 comes from March 1987 data.

Table 1. Twelve-Month-Forward Forecasted and Actual Earnings Growth

Rates: Summary Statistics

Period /Statistic Forecasted Growth Rate Actual Growth Rate Difference in Rates
January 1985 fo Decettber 1996

Mean 17.7% 8.6% 9.1%
Standard deviation 5.4 12.0 9.3
Maximum 31.2 41.0 287
Minimum 8.4 -14.0 -13.1
January 1993 to December 1996

Mean 16.5 4.4 21
Standard deviation 3.2 3.9 2.8
Maximum 24,3 19.5 8.3
Minimum 10.9 i 2.9

Nofe: The difference between forecasted and actual growth rates is a new series. The last column shows
the mean, standard deviation, maximum, and minimum for this series.

whole study period and the post-1993 periods. The
average forecasted growth rate of 16.5 percent since
January 1993 reported in Table 1 is only about 2
percent higher than the actual increase of 14.4 per-
cent. The standard deviations have also been closer,
at 3.2 for the forecast versus 3.9 for the actual.

The correlation between average forecasted
and actual EPS growth rates for the total period is
0.67, which indicates that analysts have done a
moderately good job of capturing changes in EPS
growth rates over time. The correlation for the
1993-97 period was 0.70.

Does the recent convergence between analyst
forecasts and actual EPS indicate a sudden increase
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in analyst forecasting ability? Possibly, but the
more likely explanation is that analysts have con-
tinued to predict optimistic growth rates but those
predictions turned out to be in line with actual rates
that were high by historical standards. That is,
because of restructurings during the previous
decade, when the economy started strengthening
in 1992, earnings per share grew strongly to match
the usual analyst optimism. This explanation is
supported by a comparison of rates since January
1993 with rates for the whole period. The forecasted
growth rates are very close, 16.5 for the recent
period and 17.7 for the whole period, which indi-
cates that analyst optimism did not decline; the
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actual growth rate for the recent period, however,
was almost 6 percentage points higher than growth
for the whole period. In short, the actual growth
rate for January 1993 through December 1997 has
been close to the long-term average growth forecast
in what has been one of the longest economic
expansions in the history of the United States.

Economic Growth and Earnings
Growth

At the aggregate level, company earnings are likely
to be tied to the state of the economy. Strong eco-
nomic growth should, therefore, lead to strong
growth in EPS, and indeed, a comparison of growth
in industrial production with earnings growth for
the S&P 500 supports that expectation.?

Figure 6 provides plots of the year-on-year
growth in industrial production and the year-on-
year growth in actual earnings. Earnings growth
lags industrial production growth by between 9
and 18 months, with an average of about 12
months. In order to highlight the close link between
growth in industrial production and EPS growth,
the earnings growth has been shifted back by 12
months; that is, for example, the June 1996 growth
in industrial production is the growth for June 1995
to June 1996 and the June 1996 earnings growth is
the growth from June 1996 to June 1997.

Figure 6 suggests that investment analysts
could predict aggregate earnings using industrial

production data. The correlation between the
growth of the two series is 0.77. When industrial
production is lagged by one additional month to
account for the late release of the data, the correla-
tion is still very high, 0.73. In comparison, the cor-
relation between forecasted and actual earnings
growth rates has been averaging 0.67.
Anexploration of the link between the strength
of the economy and earnings growth estimates will
shed considerable light on why earnings estimates
are consistently off the mark and why they have
been closer to actual earnings since 1993. Figure 7
shows the year-on-year growth in industrial pro-
duction and plots the error in the 12-month-for-
ward earnings growth forecast (the difference
between the 12-month-forward forecasted earn-
ings growth and actual earnings growth). The clear
inverse relationship between the two series indi-
cales that forecast errors are greatest when indus-
trial production growth is at a peak or trough.
Furthermore, when industrial production growth
accelerates, forecast errors decline, and when
industrial production decelerates, forecast errors
increase. When growth in industrial production
accelerates, earnings grow strongly and the gap
between the optimistic growth forecasts and actual
earnings growth narrows, which results in more-
accurate forecasts. When growth in industrial pro-
duction decelerates, earnings growth declines

Figure 6. Industrial Production Growth and Aggregate EPS Growth
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Figure 7. industrial Production Growth and Errors in EPS Growth Forecasts
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(with a 12-month lag} and the gap between the
optimistic forecasts and actual earnings growth
widens, which results in inaccurate forecasts.
When industrial production growth is at its peak,
the forecast errors overshoot on the downside and
are large but negative. An example is the fourth
quarter of 1987 through the first quarter of 1988. On
the other hand, when the growth in industrial pro-
duction started declining in January 1988 from 6.4
percent down to -4.5 percent in March 1991, the
forecast errors went from —13 percent to almost 29
percent.

In light of this evidence on growth in the econ-
omy and analysts’ forecasts, the aggregate behav-
ior of analysts can be described as follows: They are
normally very optimistic. When economic growth
strengthens, actual earnings accelerate toward the
normally optimistic forecasts, so forecast errors
decline. If economic growth is very strong, earnings
rise well beyond the forecasts, so analysts end up
underforecasting earnings for a while. When the
economy slows down, earnings start declining but
the analysts’ optimism prevents them from reduc-
ing their estimates far enough. Therefore, the size
of forecast errors increases. If forecast errors are
negative when the economy starts to slow down, as
in January 1988, the errors become less negative at
first; then, as the economy continues to decelerate
and moves into a recession, the forecast errors
move into the positive range and continue to grow.
In December 1990, the errors hit a peak of almost
29 percent.

This behavior implies that analysts are likely

November/December 1998

to be most accurate in an environment of continu-
ing strong economic growth, when earnings
growth will approach the analysts’ usually bullish
forecasts—as has been the case since early 1992, The
wotst economic environment for aggregate analyst
forecasts is one of an accelerating or decelerating
economy, and the faster the pace of acceleration or
deceleration, the greater the deviation between
forecasts and actual earnings growth. The bottom
line is that analysts will continue to forecast inac-
curately as long as business cycles exist.®

Investment Implications

Users of EPS estimates will clearly benefit from
recognizing the extent of analyst optimism. Valua-
tion models that rely on earnings forecasts are
likely to be biased, but if the extent of optimism is
similar across industries and sectors, these valua-
tion models will still be useful in evaluating stocks
relative to each other.

The finding that forecast errors vary systemat-
ically with the business cycle suggests that analysts
may focus too much on firm-specific issues and not
enough on the overall macroeconomic environ-
ment. Portfolio managers could improve portfolio
performance, therefore, by adjusting consensus
earnings for systematic biases in forecasts.

One of the uses of aggregate estimate data is in
global asset allocation, and conventional asset allo-
cation approaches rely on comparing earnings
yields with interest rates. Emanuelli and Pearson
(1994) described an approach to global asset alloca-

a1
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tion that relies on estimate revisions. Recognizing
that biases in earnings forecasts are linked to the
business cycle and adjusting earnings forecasts to
reduce the bias will improve the performance of
such global asset allocation strategies.

Conclusion

Analysts’ forecasts of EPS and growth in EPS tend
to be overly optimistic. Calendarized earnings esti-
mates overstate actual earnings by about 11 percent
at the start of the year. These estimates are revised
downward monotonically as a typical year unfolds.
On average, the percentage of 12-month earnings
estimates revised downward exceeds the percent-
age revised up by 4.4 percent a month. Analyst
forecasts of 12-month earnings growth rates aver-
age 17.7 percent, more than twice the actual growth
rate in the past 13 years.

Industrial production is a good predictor of
earnings growth for a year in the future; the corre-

lation is 0.77 percent. The analyst forecast for aggre-
gate EPS growth is also a good predictor of actual
growth (with a correlation of 0.67), but the fore-
casted growth rates are generally too opfimistic
and lie in a narrow (10-30 percent) range whereas
the actual growth rates have varied from -10 per-
cent to 40 percent.

Analysts’ usual optimism, their tendency to
forecast in a narrow and comfortable range, and the
business cycle prove to be the bane of their fore-
casts. Acceleration or deceleration in economic
growth tends to catch analysts off-guard. The fore-
casts are most accurate in an environment of con-
tinued strong growth, such as the one the U.S.
economy has been in since 1992. Therefore,
although the quality of forecasts has improved
since 1992, it will deteriorate if and when the U.S.
economy slows down and reverts to its historical
cyclical pattern.

Notes

1. 1/B/E/Susesthe”Compustatrule” to calendarize company-
level data prior to aggregation, Data for fiscal years ending
between January and May are included in the aggregate for
the prior calendar year. Data for the fiscal years ending
between June and December of the current calendar year are
included in the current calendar-year aggregate (Calendar
FY1). For example, data for a company with a fiscal year
ending in March 1996 are in the 1995 aggregate; data for a
company with a fiscal year ending August 1996 are in the
1996 aggregate. 1/B/E/S applies a February “rollover”; that
is, when the calendar year ends and a new calendar year
begins, the data for Calendar FY1 should shift or roll over
from the year just ended to the new year, but I/B/E/S lags
the shift by one month. Therefore, the current calendar year
is not considered Calendar FY1 until February. The rationale
for the lag is, presumably, that a majority of the companies
with fiscal years ending in December do not report by the
end of January.

2. I/B/E/Scaleulates 12-month-forward estimates for a com-
pany by prorating the current and next fiscal year esti-
mates using the formula [{(g/12)(Current fiscal year EPS] +
[(22 - a)]/[12(Next fiscal year EPS)], where # is the number
of months remaining in the current year. I/B/E/S then
aggregates 12-month-forward company estimates to the
index level.

3. Net revisions are defined as (Number of estimates revised
upward — Number of estimates revised downward)/Total
estimates, over the preceding four weeks, in percentage
terms.

4. I used industrial production as a measure of economic
activity instead of GDP because of the monthly availability
of preduction data. Using GDP produced qualitatively sim-
ilar results.

5. This link between forecast errors and the business cycle
contrasts with the findings of Dreman and Berry, who
found that forecast errors are not meaningfully affected by
the business cycle.
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Trends in analyst earnings forecast properties
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Abstract

Forecast dispersion, error, and optimism are computed using 120,022 quarterly observations from
1990 to 2001. Forecast dispersion, error, and optimism all decrease steadily over the sample period,
with loss firms showing an especially striking decrease. By the end of the sample period, dispersion
and error differences between profit and loss firms are relatively minor, optimism for loss firms is
around an unbiased 50%, and pessimism dominates profit firms. Additionally, loss firm earnings
appear more difficult to forecast. The reduction in dispersion, error, and optimism does not appear
fully attributable to earnings management, earnings guidance, or earnings smoothing. The trends are
consistent with increased litigation concerns.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

A major responsibility of analysts is to make earnings forecasts. Professionals, such
as investment bankers, financial advisors, and stockbrokers, rely on these forecasts to
make their decisions, as do many individual investors. The forecasts serve as critical
inputs into stock valuation models. Earnings announcement period returns are influ-
enced by the forecasts (e.g., Imhoff & Lobo, 1992), and forecast dispersion is even
related to monthly or annual stock returns (Ang & Ciccone, 2001; Diether, Malloy, &
Scherbina, 2002; Dische, 2002). Forecasts are now publicly available on many
investment-related web sites, providing free access to millions of investors all over
the world.

* Tel.: +1-603-862-3343; fax: +1-603-862-3383.
E-mail address: stephen.ciccone@unh.edu (S.J. Ciccone).
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For a long period of time, the ability of analysts to forecast earnings was questioned.
Analysts were biased some argued, optimistic and unresponsive to earnings changes
(Abarbanell & Bernard, 1992; DeBondt & Thaler, 1990). They tended to herd, making
forecasts or recommendations similar to other analysts (Hong, Kubik, & Solomon, 2000;
Olsen, 1996; Stickel, 1990; Trueman, 1994; Welch, 2000). They were better than time-
series earnings estimates, but only slightly (Fried & Givoly, 1982; O’Brien, 1988).

Recent studies have found that analyst forecasts have changed, perhaps even improved.
Analysts have reduced both the size of their forecast errors and their optimism (Brown,
1997; Matsumoto, 2002; Richardson, Teoh, & Wysocki, 2001). Unfortunately for the
analysts, many attribute this trend, not to better forecast accuracy, but to increases in
earnings guidance, management, or smoothing (e.g., Degeorge, Patel, & Zeckhauser,
1999; Matsumoto, 2002).

The purpose of this study is twofold, both to document trends in forecast properties and
to differentiate among theories as to why the trends exist. Several trends are investigated;
some revisited, some new: (1) the trends of dispersion, error, and optimism; (2) the trend
of wrongly forecasted profits or losses; (3) the trend of naive forecast performance versus
analyst forecast performance; (4) the trend of earnings volatility; and (5) the trend of Street
versus GAAP earning differences. In addition, the influence of Regulation FD on the
trends is examined. Quarterly data is used during a 1990 to 2001 sample period. As
previous research has shown that analysts have greater difficulty forecasting the earnings
of firms with losses (Brown, 2001; Butler & Saraoglu, 1999; Ciccone, 2001; Dowen,
1996; Dreman & Berry, 1995), firms with profits and losses are separated and examined
independently in much of the testing.'

There are several possible explanations for changes in forecast properties: legal liability
(e.g., Skinner, 1994), earnings guidance (e.g., Matsumoto, 2002), earnings management
(e.g., Degeorge et al., 1999), earnings smoothing (consistent with Bartov, 1993), or
information flow improvements (consistent with Asthana, 2003). The testing investigates
the validity of these reasons.

The results are quite remarkable. Forecast properties have undergone an extraordinary
change, perhaps best called a transformation, during the sample period. Forecast
dispersion and error both decrease throughout the sample period, with most of the
decrease due to loss firm forecasts. Although analysts still do not forecast loss firms with
the same degree of accuracy as profit firms, the differences in forecasting performance are
steadily eroding.

Optimism also decreases as analysts moved from being optimistically biased to being
pessimistically biased during the sample period. The pessimism associated with profit
firms is astonishing. Near the end of the sample period, almost three quarters of the

! Several related studies exist. Brown (1997), Richardson et al. (2001), and Matsumoto (2002) all show a
decreasing trend in signed earnings surprise or optimism, although they do not separate firms by profitability. Gu
and Wu (2003) evaluate forecast differences between profit and loss firms but do not examine trends in
performance. Dreman and Berry (1995) and Butler and Saraoglu (1999) do separate firms by profitability while
examining trends, but both rely on sample periods ending in 1991. Brown (2001) uses the signed, earnings
surprise of the last forecast made prior to the earnings release date to examine shifts in the trend of the median
surprise for profit and loss subsamples.
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quarterly forecasts for profit firms are pessimistic. Analysts still tend to be optimistic
toward loss firms, but this optimism has decreased dramatically over the sample period,
hovering around an unbiased 50% at the end of the period. The decrease in the optimistic
biases is so pronounced that the still-lingering legend of analyst earnings optimism (e.g.,
Easterwood & Nutt, 1999; Gu & Wu, 2003) is clearly no longer true, even for loss firms. If
anything, analysts have a new concern: earnings pessimism for profit firms.

Additional results show that analysts have gotten much better at predicting the sign of
earnings when firms report losses. Moreover, forecasting loss firm earnings appears to be
much more difficult than forecasting profit firm earnings. Given this difficulty, analysts
actually seem to provide greater value to the market when forecasting for loss firms.

Finally, the results suggest that the trends in forecast properties are unlikely to be fully
attributable to earnings guidance, management, or smoothing. Firms unlikely to manage
earnings—those with negative surprises, earnings declines, and losses—experience similar
reductions in dispersion and error as the sample of all firms. So do firms considered
unlikely to be guiding firms toward a specific earnings target, those with high dispersion.
Furthermore, Street versus GAAP earnings differences and earnings volatility do not affect
the results. The trends in forecast properties are consistent with litigation concerns,
especially those surrounding loss reporting. In addition, although not specifically tested,
analysts, aided by new information technology, may have simply improved in their
forecasting abilities.

2. Forecast property changes

One of the most prominent explanations for the changing trends in forecast properties
centers on earnings management. In the financial press, managers are often thought to play
an “earnings game,” manipulating reported earnings (and hence the surprise) to reap
various benefits: increased stock prices, favorable publicity, and bonuses (Vickers, 1999).
Fox (1997) tells of a Microsoft 1997 quarterly earnings release in January, the 41st time in
42 consecutive quarters that Microsoft met or beat the Wall Street consensus. The earnings
game is often considered dangerous: when played long-term prospects are sacrificed by
concern with short-term profits. Corporate decisions are altered, accounting rules are
stretched, and investors lose faith in both financial statements and stock prices (Colling-
wood, 2001).

Academics have intensively investigated the issue of earnings management. Burgstahler
and Dichev (1997) and Degeorge et al. (1999) find that firms manage earnings to meet
analyst expectations, avoid losses, and avoid earnings declines. These studies mention
several reasons why executives manage earnings, including increased job security,
increased bonuses, and bolstered investor interest. Furthermore, anecdotal evidence
suggests that firms like the favorable publicity of positive surprises, profits, and earnings
increases. Of the three objectives identified by Degeorge, Patel, and Zeckhauser, the
positive profit objective proves predominant. However, missing a consensus earnings
estimate can be very costly to a firm. For example, Skinner and Sloan (2002) find that, all
else equal, the price decline after a negative surprise is greater than the price increase
following a positive surprise.
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Another way of managing earnings entails “smoothing” or making earnings less
volatile through time (e.g., Bartov, 1993). There are several theories that attempt to explain
this behavior. Healy (1985) and Holthausen, Larcker, and Sloan (1995) find smoothed
earnings are related to management bonus arrangements. Degeorge et al. (1999) use these
findings to argue that managers may reduce high earnings levels to make future earnings
objectives easier to meet. Fudenberg and Tirole (1995) argue that managers will boost
earnings in bad times to increase the probability of retaining their jobs. Trueman and
Titman (1988) believe that firms smooth earnings to lower their perceived bankruptcy risk
and thus lower their cost of debt.

A cheaper way of playing the earnings game involves forecast guidance. Firms guide
analysts toward a pessimistic target and then beat that target (Matsumoto, 2002), an easy
way to garner favorable publicity.

An additional perspective on earnings guidance is rooted in legal liability issues. Firms
face scrutiny when reporting large, unexpected losses. The consequent stock price
decrease angers investors, who then might sue the firm for damages, consistent with
Skinner (1994, 1997). Kasznik and Lev (1995) provide support for this argument by
showing that firms increased their tendency to warn investors of impending losses. By
warning of losses, firms are not necessarily playing an earnings game. As such, guiding
analysts toward pessimistic targets and warning analysts of losses, although related, are
considered two distinct concepts in this study.

Simpler explanations also exist to explain forecasting trends. For example, an
alternative viewpoint looks at data availability and the information revolution, consistent
with Asthana (2003). Forecasting techniques might be improving, aided in part by more
precise and timelier economic information. Communications channels between firm
managers and analysts may be better. Perhaps even the recent proliferation of freely
available financial information on the Internet makes analysts more careful as they strive
to add value and provide information above and beyond what is known by individual
mvestors.

3. Data and methodology

The First Call summary database is used to obtain the forecast properties. Quarterly
forecasts are used to present all results. The results using annual forecasts are similar to the
quarterly results and do not require separate analysis. The last mean forecast available
prior to the fiscal period end is used as the consensus forecast. All conclusions are similar
if median forecasts are used instead of the mean forecasts or if the last mean forecasts prior
to the earnings release are used instead of the last mean forecasts prior to fiscal period end.

Forecast dispersion is defined as the standard deviation of the forecasts divided by the
absolute value of the mean forecast. This measure requires at least two forecasts.” Forecast
error is defined as the difference between the actual earnings and the mean forecasted

2 Although the procedure sharply reduces the sample size, the results for dispersion are similar if only
companies with five or more analysts are included.
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earnings, divided by the actual earnings. The absolute value is taken to obtain the final
error number. A “raw error’ is also computed as the absolute value of the difference
between actual and forecasted earnings (i.c., the error is not deflated).®> A forecast is
considered optimistic if the mean forecast is greater than the corresponding actual
earnings. The error and optimism measures require at least one forecast.

Many studies deflate the forecast properties by the stock price rather than the deflators
described above. Thus, as a check, trends in dispersion and error are reexamined using
price at the beginning of the fiscal year as the deflator. These results are qualitatively
similar to the presented results, although the trends are not quite as obvious.*

Forecast dispersion is sometimes thought to signify herding. With this interpretation,
low dispersion would be undesirable as it suggests greater herding. However, in this study,
low dispersion is considered a desirable property. At least two reasons suggest this is true:
(1) firms with losses or earnings declines, potential candidates to hide bad information,
tend to have highly dispersed forecasts in previous studies (Ciccone, 2001), and (2) the
high positive correlation between dispersion and error.”

An important component of this research is the separation of firms with losses and
profits. A loss is defined as when the actual earnings per First Call are less than zero. A
profit is defined as when actual earnings are greater than or equal to zero. First Call
earnings, frequently referred to as ““Street” or “operating” earnings (among other names),
are often different from earnings under generally accepted accounting principles or GAAP
(Abarbanell & Lehavy, 2000; Bradshaw & Sloan, 2002). The results are similar if GAAP
earnings are used to determine profitability. The Compustat database is used to obtain
GAAP ecarnings.

To alleviate problems with small denominators, a firm with a divisor less than US$0.02
in absolute value terms has the problem divisor set to US$0.02. Two procedures are used
to reduce the influence of large observations. Firms with dispersion or error numbers
greater than 10 and firms with earnings per share greater than an absolute value of US$20
are eliminated from their respective sample. Combined, the two procedures eliminate a
total of 220 quarterly observations with no effect on the conclusions.

The final sample includes the years 1990 through 2001, a 12-year or 48-quarter period.®
The total sample includes 120,022 firm quarters: 94,194 with profits and 25,828 (21.5%)
with losses. The number of observations varies by the forecast property being examined.

% The raw error, often called the “earnings surprise” (although usually with the sign or direction of the error),
is important because this number is often reported by the news media. It is important to note that “error” and
“raw error’” have two distinct meanings in this study.

* Using price as a deflator, average profit firm dispersion decreases from 0.0027 in the early (1990 —1995)
sample period to 0.0015 in the later sample period (1996—2001). Loss firm dispersion decreases from 0.0128 to
0.0069. Profit firm error decreases from 0.0052 to 0.0041, while loss firm error decreases from 0.0409 to 0.0333.
All differences are significant with 99% confidence.

5 To illustrate the latter point, the correlation between the dispersion and error is computed as 0.22 (0.24 if a
log transform is performed). In a related test, every quarter each firm is placed into 1 of 10 portfolios based on its
ranking of dispersion and 1 of 10 portfolios based on its ranking of error. The correlation between the group
placement {1—10) is then computed. The correlation between the dispersion and error groupings is .47.

© The year 1990 contains considerably less sample firms than the other 11 years. Caution is thus
recommended when evaluating the 1990 data.
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The dispersion measure has the fewest number of observations: 84,919 quarterly
observations.

Portfolio analyses are used to communicate the results in an easily accessible manner.
The included tables present the results year-by-year and also during two sample periods:
an “early” sample period from 1990 through 1995 and a “later” sample period from 1996
through 2001. Each period contains half the sample years. In addition, regression models
controlling for size and book-to-market ratio are used to support the major conclusions
reached.

4. Forecasting trends

Table 1 presents, by year, the forecast properties and maximum number of observations
(recall there are sample size differences among the various properties). Dispersion, error,
raw error, and optimism all steadily decrease throughout the sample period. The trend for
optimism is interesting as the forecasts changed from being optimistic more than 50% of
the time in the first couple of sample years to being optimistic less than 50% of the time
after 1992. The amount of optimism continues to decrease during the sample period,
reaching a low of 34.27% in 2000.

Table 1
Forecast dispersion, error, and optimism

Quarterly forecasts

Maximum number Dispersion Error Raw error Percent

of observations optimistic
All years 120,022 0.22 0.44 0.09 40.27
1990-1995 40,949 0.27 0.48 0.11 45.90
1996-2001 79,073 0.20 042 0.09 37.36
Difference 0.07* 0.06* 0.02* 8.54*
1990 1373 0.31 0.58 0.16 57.70
1991 2929 0.38 0.59 0.15 53.77
1992 6497 0.30 0.46 0.11 46.36
1993 8411 0.26 0.46 0.12 46.64
1994 10,249 0.25 0.46 0.10 43.33
1995 11,490 0.24 047 0.09 43.88
1996 14,002 0.23 0.44 0.09 39.27
1997 14,942 0.19 041 0.08 38.86
1998 15,184 0.20 041 0.08 38.71
1999 13,638 0.20 043 0.09 34.95
2000 12,314 0.17 042 0.10 3427
2001 8993 0.21 042 0.09 37.46

This table reports mean analyst quarterly forecast properties over the sample period 1990 through 2001.

Dispersion is defined as the standard deviation of the quarterly forecasts divided by the absolute mean forecast.

Raw error is defined as the absolute value of the actual eamings less the forecasted earnings. Error is defined as

the absolute value of the actual earnings less the forecasted eamings, divided by the absolute actual earnings. A

firm’s forecast is considered optimistic if the mean forecast is greater than the corresponding actual earnings. As

the sample size varies by the forecast property in question, the maximum number of observations is reported.
* Difference is significantly different from zero with 99% confidence.
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Table 2 shows the same forecast properties after separating firms by profitability. The
dispersion and error of loss firms is considerably greater than the dispersion and error of
profit firms. This occurs in every sample year and, although not tabulated, in every sample
quarter. However, loss firms show greater reductions in dispersion and error throughout
the sample period. The average dispersion of loss firms decreases from a high of 1.12 in
1990 to 0.30 in 2000 and 0.33 in 2001. Thus, the typical forecast dispersion of a loss firm
today is roughly a quarter of what it was just 10 years ago. The story is similar for forecast
error. The mean forecast error of loss firms decreases from a high of 1.16 in 1990 to 0.63
in 2000 and 0.55 in 2001. The error reduction for profit firms is not nearly as large,
decreasing from a high of 0.48 in 1991 to 0.33 in 2000 and 0.35 in 2001.

The first two charts in Fig. 1 show the forecast dispersion and error by year and
profitability. The figure provides a nice illustration of the eroding dichotomous forecasting
ability of analysts. Clearly, analysts are narrowing the gap in their performance between
profit and loss firms.

Table 2 also presents statistics for the mean raw error. Similar to the previous results,
improvement in the raw error numbers occurs regardless of profitability, but the
improvement is especially large for loss firms. For example, the raw error of loss firms
decreases by more than half, from an average of US$0.48 in 1991 to US$0.21 in 2000 and
US$0.16 in 2001.

The last columns of Table 2 show the percentage of optimistic forecasts. In the early
sample period, analysts are overwhelmingly optimistic toward loss firms, more than 75%
of time. The optimism remains above 70% until 1997 when it drops to 67.66%. From

Table 2
Forecast dispersion, error, raw error, and optimism by profitability

Dispersion Error Raw error Percent optimistic (negative surprise)

Profit  Loss Profit  Loss Profit Loss Profit Loss
All quarters ~ 0.15 0.53 0.35 0.78 0.06 0.23 33.63 64.48
1990-1995  0.18 0.88 0.37 1.02 0.07 033 40.32 75.93
1996-2001  0.13 0.43 033 0.70 0.05 0.20 29.76 60.70
Difference 0.05* 045* 0.04* 032* 0.02* 0.13* 10.56* 15.23*
1990 0.19 1.12 047 1.16 0.10 0.49 52.97 85.42
1991 0.24 1.11 0.48 1.09 0.08 0.48 48.40 78.44
1992 0.21 0.94 0.37 0.95 0.07 0.34 4091 76.43
1993 0.17 0.91 0.37 0.96 0.08 0.34 41.67 74.80
1994 0.17 0.80 0.36 0.99 0.06 0.30 37.82 73.54
1995 0.16 0.81 0.35 1.11 0.06 0.28 37.54 76.75
1996 0.15 0.70 0.34 0.86 0.05 0.26 32.06 70.90
1997 0.12 0.50 0.32 0.78 0.05 0.22 31.58 67.66
1998 0.13 0.47 0.32 0.71 0.04 0.19 30.68 65.21
1999 0.14 0.39 033 0.70 0.05 0.20 26.84 58.42
2000 0.13 0.30 033 0.63 0.05 0.21 26.63 51.97
2001 0.15 0.33 0.35 0.55 0.05 0.16 29.44 53.12

This table reports mean analyst quarterly forecast properties sorted by profitability over the sample period 1990
through 2001. A profit occurs when actual quarterly eamings are greater than or equal to zero. A loss occurs when
actual quarterly earnings are less than zero. See Table 1 for variable definitions.

* Difference is significantly different from zero with 99% confidence.
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Dispersion by Year and Profitability
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Fig. 1. Forecast properties by year and profitability.

there, the optimism continues to decrease, dropping to an almost unbiased 51.97% in 2000
and 53.12% in the 2001. For profit firms, optimism on average vanishes in 1991 and
continues to decrease steadily throughout the sample period. By the end of the sample
period, optimism is under 30%. The last chart in Fig. 1 illustrates this trend of decreasing
optimism for both profit and loss firms.
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Although the testing focuses on realized actual earnings to determine profitability, the
results from Table 2 are repeated using expected earnings to determine profitability. Firms
are resorted into profit and loss portfolios based on the mean forecast at fiscal year end.
These results (not tabulated) are qualitatively similar to the Table 2 results, although
average dispersion, error, and optimism are higher for expected profit firms (versus actual
profit firms) and lower for expected loss firms. Optimism actually drops below 50% for
expected loss firms during the last three sample years: 1999, 2000, and 2001. Related
testing is performed on Table 6.

Regression models are utilized next to control for variables aside from profitability that
influence forecasts. Previous studies have shown that size and growth prospects (growth
indicated by book-to-market ratio) affect the information environment (e.g., Atiase, 1985;
Ciccone, 2001).”

To test, two sets of regression models are used. The first set of regressions is employed
to confirm the trend of lower dispersion and error during the sample period. These models
use dispersion and error as the dependent variables and size, book-to-market ratio, a loss
dummy variable, and year dummy variables as the independent variables. The Compustat
database is used to gather the size and book-to-market ratio data. Size is defined as price
times shares, computed at the beginning of the fiscal year. Book-to-market ratio is defined
as beginning of fiscal year equity (Compustat item A216) divided by size. Logarithms of
size and book-to-market ratio are used in the regressions. The loss dummy variable equals
one if the actual First Call earnings are negative and zero otherwise. The year dummy
variables equal one if the forecast is from the corresponding year and zero otherwise. The
first year dummy variable corresponds to 1991, leaving 1990 as the base year. This
specification is as follows for firm i during year ¢, quarter q.

Forecast property; ,, = a + by log(size),, + b2 log(b/m),,
+ b3 loss dummy,, , + by year 1991 dummy;, + ...

+ b14 year 2001 dummy;, + ;14 (1)

Table 3 presents the results of these regressions. Although size, book-to-market ratio,
and especially losses affect the forecasts, the significant, negative values on the year
dummy variables tend to increase in magnitude over the sample period. For example,
using error as the dependent variable, the coefficient of the 1992 year dummy is —0.11
(indicating an average decrease of — 0.11 relative to the 1990 base year), while that of the
2001 year dummy is — 0.23 (indicating an average decrease of — 0.23 relative to the 1990
base year). These results confirm the trends revealed in the portfolio results.

In the second set of regressions, models are employed annually from 1990 through
2001 to confirm the erosion of differences between profit and loss firm forecasts.

7 The size of the analyst following is also included in separate regressions with no effect on the conclusions.
Analyst following is not included in the presented results because of its strong correlation to size, thus blurring the
relation between size and the forecast properties.
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Table 3
Regression results using year dummy variables

Dispersion Error

Coefficient t Value Coefficient t Value
Intercept 0.24 9.21 1.09 30.61
log (size) 0.01 2.17 —0.04 —22.61
log (book/market) 0.06 21.55 0.06 15.95
Loss dummy 042 82.48 043 61.21
1991 0.07 2.78 —0.02 —0.60
1992 0.00 0.21 —-0.11 —3.71
1993 —-0.03 —121 —-0.13 —4.42
1994 —0.04 —1.99 —-0.13 —4.47
1995 —0.05 —233 —-0.12 —4.33
1996 —0.05 —245 —-0.15 —5.34
1997 -0.11 —5.40 —-0.19 —6.86
1998 —-0.11 —5.44 —-0.19 —6.82
1999 —-0.13 —6.23 —-0.19 —6.67
2000 —-0.15 —7.61 —-0.20 —17.31
2001 —-0.17 —8.27 —-0.23 —8.29
N 75,337 105,287

This table reports the results of a regression model. Either forecast dispersion or error is the dependent variable.
The independent variables are the logarithm of size (price times shares) in thousands, the logarithm of book-to-
market value {equity/size), a loss dummy equal to one if the actual quarterly First Call earnings are below zero
and equal to zero otherwise, and year dummy variables spanning 1991 through 2001 equal to one if the quarterly
forecast is from the corresponding year. The regression model is below:

Forecast property;, = a + bylog(size); , + bzlog(b/m),, + b3 loss dummy;,, + by year 1991 dummy;,

4 ...+ b14 year 2001 dummyiyt +ei;

Dispersion and error are the dependent variables, while size, book-to-market ratio, and a
loss dummy variable are the independent variables. The annual model appears below:

Forecast property; , = a + by log(size), + bylog(b/m), + b3 loss dummy, ,
At €igq (2)

The results of these regressions appear on Table 4. Once again, the portfolio results are
confirmed. For example, using dispersion as the dependent variable, the coefficient on the
loss dummy variable decreases sharply over the sample period, dropping from 0.83 and
0.86 in 1990 and 1991, respectively, to 0.20 in 2001.

Table 5 shows the percentage of analysts forecasting the wrong sign. In the early
sample period using the annual earnings, analysts forecast profits for firms with actual
losses 33.95% of the time. This number is far greater than the reverse. In the early sample
period, analysts forecast losses for firms with actual profits just a little over 1% of the time.
Although over the sample period, there is no improvement in predicting profits for actual
profit firms (profit prediction actually gets worse), the improvement for loss firms is rather
extraordinary. At the end of the sample period, profits are forecasted for loss firms only
14.24% of the time in 2000 and 12.20% of the time in 2001, consistent with the increasing
tendency of firms to warn of losses.
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Table 4
Annual regression results using loss dummy variables

Year Dispersion

Coefficient t Value Fvalue R? (adjusted)
Intercept Size B/M Loss Intercept  Size B/M  Loss
dummy dummy

1990 —0.14 003 0.12 083 —0.76 222 341 1294 6543 021
1991 0.14 001 0.12 086 0.88 .11 497 17.19 115.18 0.18
1992 0.10 001 0.11 0.73 1.80 096 686 2220 189.14  0.14
1993 0.20 0.00 0.06 0.73 2.61 0.10 429 27.04 258.12  0.14
1994 0.20 0.00 0.07 0.63 2.93 031 651 2726 26899 0.12
1995 0.15 0.00 0.04 0.66 2.39 0.65 410 31.80 35431  0.13
1996 0.37 —0.01 0.04 0.62 6.81 —334 502 3540 45572 0.14
1997 0.25 —0.01 0.04 038 5.85 —2.05 595 2954 32443 0.09
1998 0.13 000 0.05 034 3.08 1.08 6.67 2882 29931 0.08
1999 0.08 001 0.06 0.29 1.73 243 1013 2320 218.10  0.07
2000 0.16 —0.00 004 022 3.66 —-0.09 7.7 1848 12699  0.05
2001  —0.08 002 0.04 020 — 177 529 651 1695 103.18  0.05

Year  Error

Coefficient t Value Fvalue R? (adjusted)
Intercept  Size B/M Loss Intercept  Size B/M  Loss
dummy dummy

1990 0.77 —-0.02 0.09 051 3.09 —0.88 193 580 1498  0.04
1991 1.16 —-0.05 0.09 050 6.97 —371 312 896 4528  0.05
1992 0.81 —-0.03 007 0.60 7.77 —-371 401 17.03 11841 0.06
1993 1.02 —-0.05 009 054 10.88 —621 540 1758 146.80  0.06
1994 1.18 —0.06 0.07 0.58 13.82 —891 486 21.00 213.69 0.07
1995 1.06 —0.05 0.04 0.68 12.83 —8.18 241 2527 28553  0.08
1996 1.13 —0.06 0.04 054 16.23 —10.77 3.72 2418 287.19  0.07
1997 0.95 —-0.05 003 041 14.56 —-922 310 2117 22830 0.05
1998 0.86 —0.04 0.08 035 13.78 —735 746 19.78 21493  0.05
1999 0.78 —-0.03 007 037 11.79 —5.87  6.69 19.09 19221  0.05
2000 0.76 —0.03 0.06 035 11.29 —-570 7.1 1884 168.52  0.04
2001 0.70 —-0.02 006 0.19 8.91 —394 490 936 58.84 0.02

This table reports the results of an annual regression model, run every sample year from 1990 through 2001.
Either forecast dispersion or error is the dependent variable. The independent variables are the logarithm of size
(price times shares) in thousands, the logarithm of book-to-market value (equity/size), and a loss dummy equal to
one if the actual quarterly First Call earnings are negative and zero otherwise. The regression model is below:

Forecast property; = a + bilog(size); + bzlog(b/m), + b3 loss dummy; + ¢;

To directly examine forecast performance when actual profitability differs from
forecasted profitability, firms are separated into four portfolios based on actual versus
expected profits or losses. For example, one portfolio includes firms with expected profits
that report actual losses, while another includes firms with expected losses reporting actual
losses. Mean dispersion and error are computed for each of the four portfolios. The results
are presented in Table 6.

In an unsurprising result, firms with expected and actual profits have the lowest
dispersion and error. Interestingly, however, firms with expected and actual losses have the
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Table 5
Percentage of firms with wrong sign mean forecasts

Quarterly forecasts

Forecasted loss, actual profit (%) Forecasted profit, actual loss (%)
All years 1.79 23.31
1990-1995 1.22 33.95
1996-2001 2.11 19.80
Difference —0.89* 14.15%*
1990 0.89 44.79
1991 1.58 35.11
1992 1.38 30.79
1993 1.04 31.85
1994 1.18 32.15
1995 1.27 37.08
1996 1.72 29.57
1997 1.73 24.28
1998 1.86 21.42
1999 2.52 19.59
2000 2.49 14.24
2001 2.89 12.20

This table reports the percentage of analysts forecasting the wrong sign (e.g., forecasting a profit when an actual
loss is eventually reported) over the sample period 1990 through 2001. All numbers are in percent.
* Difference is significantly different from zero with 99% confidence.

second lowest dispersion and error, while the two portfolios containing firms with actual
profitability different from expected profitability have the highest dispersion and error. In
addition, although error does decrease in the portfolio of expected loss, actual loss firms
throughout the sample period, the trend is not nearly as clear and the differences not nearly
as large compared with the Table 2 results. These results, combined with the results from
Table 5, suggest that a large portion of the decrease in loss firm error comes from two
sources: (1) improvement in the error of expected profit, actual loss firms and (2) the
higher percentage of losses being predicted (i.e., less expected profit, actual loss firms).
The final testing in this section examines the error and optimism of the mean analyst
forecast versus the error and optimism of a “naive” forecast, the actual First Call earnings
in the prior fiscal period.® This test addresses several important issues. It provides a
measure of the amount of value that analysts provide over and above a forecasting method
simple enough to be employed by even the most unsophisticated of individual investors.
The test also provides a standard by which to measure earnings predictive difficulty. Firms
with accurate naive forecasts can be thought of as having earnings that are relatively easy
to predict. Related to prediction difficulty, the test also somewhat controls for earnings

& For the tabulated quarterly results, the naive model compares the current quarter earnings with the prior
quarter earnings (e.g., third quarter 1992 compared with second quarter 1992). To control for earnings seasonality,
the prior year quarterly earnings are also used to compute naive forecasts (e.g., second quarter 1993 compared
with second quarter 1992). However, because these naive forecasts are less accurate than the naive forecasts using
the prior quarter earnings, the results are presented using the more accurate prior quarter naive forecasts. (Using
all sample firms, the average naive error is 0.82 using prior year quarterly earnings and 0.72 using prior quarter
earnings.) The results using the prior year naive forecasts are similar although analyst superiority is greater.
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Table 6
Dispersion and error by expected and actual profitability
Expected Quarterly forecasts

Dispersion Error

Profit Profit Loss Loss Profit Profit Loss Loss
Actual Profit Loss Profit Loss Profit Loss Profit Loss
All years 0.13 0.93 1.07 0.42 0.31 1.97 2.38 042
1990-1995 0.16 1.17 1.37 0.74 0.35 2.06 2.59 0.50
1996-2001 0.12 0.82 0.98 0.35 0.29 1.91 2.31 0.40
Difference 0.04* 0.35* 0.39* 0.39* 0.06* 0.15* 0.28* 0.10*
1990 0.19 1.31 0.67 0.98 0.47 2.01 2.09 0.49
1991 0.23 1.30 0.99 1.01 0.44 1.97 2.90 0.62
1992 0.19 1.38 2.00 0.76 0.34 2.06 2.76 0.46
1993 0.16 1.24 1.33 0.76 0.35 2.03 2.44 0.46
1994 0.15 1.08 1.30 0.68 0.33 2.07 2.57 0.49
1995 0.14 1.04 1.26 0.69 0.32 2.12 2.55 0.51
1996 0.13 1.04 1.22 0.57 0.30 1.89 225 043
1997 0.11 0.84 1.00 0.40 0.28 1.94 2.42 041
1998 0.11 0.75 1.08 0.40 0.28 1.88 2.1 0.39
1999 0.12 0.73 0.94 0.32 0.28 1.90 2.38 041
2000 0.11 0.68 0.84 0.24 0.28 1.98 2.18 041
2001 0.13 0.77 0.77 0.27 0.29 1.93 2.54 0.37

This table reports mean analyst quarterly forecast properties sorted by expected and actual profitability over the
sample period 1990 through 2001. An actual profit occurs when actual quarterly earnings are greater than or equal
to zero, while an actual loss occurs otherwise. A forecasted profit occurs when mean forecasted earnings are
greater than or equal to zero, while a forecasted loss occurs otherwise. See Table 1 for variable definitions.

* Difference is significantly different from zero with 99% confidence.

volatility or earnings management (see also next section). Firms with managed or less
volatile earnings would probably have more accurate naive forecasts.

Error, raw error, and optimism are computed using both the analyst forecasts and the
naive forecasts for all sample firms having the required prior period actual earnings
information. The sample size is 103,778 firm-quarter observations: 82,203 with profits and
21,575 (20.8%) with losses.

Table 7 reports the results for two forecast properties: error and raw error. For each
sample firm, the analyst forecast error is subtracted from the naive forecast error. For
example, if the naive forecast error is 0.90 and the analyst forecast error is 0.40, then the
difference is 0.50. The mean of these differences is computed and reported in the table.
Note that in the table, positive numbers indicate analyst superiority, and the larger the
difference, the more accurate analyst forecasts are versus naive forecasts.

Several findings are important. Analyst forecasts are considerably more accurate in
every sample year indicating that analysts provide a great deal of value in forecasting
earnings versus a simple naive model. However, they provide more value when
forecasting the earnings of loss firms. For example, for all years, the difference between
the naive and analyst error is on average 0.26 for profit firms and 0.45 for loss firms.

Analysts have also slightly increased the value of their forecasting during the sample
period, particularly for loss firms. For example, in the early sample period, the analysts are
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Table 7
Differences between naive and analyst forecasts: error and raw error

Quarterly forecasts

Error differences Raw error (RE) differences

(naive error — analyst error) (naive RE — analyst RE)

All Profit Loss All Profit Loss
All years 0.30 0.26 045 0.08 0.07 0.08
1990-1995 0.26 0.24 0.39 0.07 0.07 0.07
1996-2001 0.32 0.27 047 0.08 0.08 0.08
Difference —0.06* —0.03* —0.08* —0.01* —0.01* —0.01
1990 0.27 0.23 0.48 0.07 0.05 0.18
1991 0.19 0.17 0.32 0.08 0.08 0.11
1992 0.29 0.26 045 0.08 0.08 0.06
1993 0.26 0.24 0.38 0.05 0.05 0.06
1994 0.27 0.25 0.35 0.07 0.07 0.06
1995 0.26 0.24 0.40 0.08 0.08 0.08
1996 0.32 0.28 0.55 0.08 0.08 0.07
1997 0.30 0.27 0.46 0.08 0.08 0.07
1998 0.36 0.29 0.59 0.09 0.09 0.10
1999 0.33 0.30 0.44 0.09 0.09 0.08
2000 0.31 0.29 0.39 0.08 0.09 0.07
2001 0.25 0.17 0.38 0.08 0.08 0.08

This table reports the difference between naive forecast errors and analyst forecast errors over the sample period
1990 through 2001. Analyst forecast error and raw error are defined as in Table 1. Naive forecast raw error is
defined as the absolute value of actual quarterly earnings less the previous quarter’s actual earnings. Naive
forecast error deflates this number by the absolute actual quarterly earnings. The reported differences are
computed as the naive error less the analyst error. Thus, positive differences indicate analyst superiority (i.e.,
lower errors): the higher the difference, the greater the analyst superiority.

* Difference is significantly different from zero with 99% confidence.

superior by 0.39 in predicting error. In the later sample period, this superiority increases
to 0.47.

Although not tabulated, naive forecasts for loss firms are markedly less accurate versus
naive forecasts for profit firms. The mean quarterly naive forecast error is 0.60 for profit
firms and 1.22 for loss firms. The differences remain fairly stable across the sample period.
This suggests that loss firm earnings are much more difficult to predict. Thus, considering
both the inherent difficulties and the trends of reduced error, analysts seem to be doing an
adequate job when forecasting loss firm earnings.

Table 8 presents the results for differences in optimism. With respect to the
percentage of optimism, it is assumed that the goal when forecasting is to achieve a
systematically unbiased 50%. Therefore, the comparison of analyst forecast optimism
versus naive forecast optimism is computed using 50% as a reference. For example, if
analysts are optimistic 45% of the time and naive forecasts are optimistic 65% of the
time, then analyst forecasts are superior by 10% with respect to the 50% goal
[(65% — 50%) — (50% — 45%) =10%]. A positive sign indicates better analyst perfor-
mance; a negative sign indicates better naive performance.

The results are fascinating. Naive forecasts for loss firms are primarily optimistic
(63.75%) while naive forecasts for profit firms are primarily pessimistic (35.58%). Thus,
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Table 8
Differences between naive and analyst forecasts: optimism

Quarterly forecasts

Profit Loss
Percent Percent Analyst Percent Percent Analyst
optimistic,  optimistic,  superiority versus  optimistic,  optimistic,  superiority versus
analysts naive unbiased 50% analysts naive unbiased 50%
All years 3342 35.58 —2.16 64.43 63.75 —0.68
1990-1995  40.29 35.63 4.66 76.70 68.10 —8.60
1996-2001  29.78 35.56 —5.78 60.69 62.43 1.74
Difference 10.51%* 0.07 —10.44 16.01* 5.67* 10.34
1990 53.13 35.78 11.09 84.07 69.91 —14.16
1991 51.88 37.62 10.50 78.77 68.49 —10.28
1992 41.32 35.84 5.48 77.97 65.85 —12.12
1993 41.90 36.01 5.89 75.00 66.67 —833
1994 37.95 35.23 2.72 74.69 68.19 —6.50
1995 37.75 35.29 2.46 77.92 70.13 —7.79
1996 32.50 33.78 —1.28 72.67 69.16 —3.51
1997 31.95 33.86 —1.91 67.54 64.96 —2.58
1998 30.53 37.15 —6.62 64.97 65.22 0.25
1999 26.86 35.30 —8.44 58.83 60.38 1.55
2000 26.18 34.90 —8.72 5221 60.58 8.37
2001 29.11 40.99 —11.88 51.36 55.75 4.39

This table reports the difference between naive forecast optimism and analyst forecast optimism over the sample
period 1990 through 2001. Optimism is present if the mean forecast is greater than the corresponding actual
earnings. As 50% is considered the unbiased target, analyst superiority is determined using 50% as the
benchmark. Positive numbers in the ‘‘analyst superiority versus unbiased 50%” column indicate analyst
superiority, while negative numbers indicate naive forecast superiority. The analyst superiority column is
computed as follows:

Analyst superiority = ( | % optimistic naive — 50% | ) — ( | % optimistic analysts — 50% | )

* Difference is significantly different from zero with 99% confidence.

the optimism analysts show toward loss firms and the pessimism analysts show toward
profit firms is perhaps a natural reflection of an easy starting point. For profit firms, in the
early sample period, analysts are nearly unbiased. However, as analyst pessimism
increases during the sample period for profit firms, analyst superiority with regard to
systematic biases steadily changes to inferiority. As an example, analysts are superior
relative to the 50% reference for profit firms by 11.09% in 1990 and 10.50% in 1991.
However, these numbers decrease to — 8.72% in 2000 and — 11.88% in 2001, indicating
a decline in analyst performance. In contras<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>