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reports the mean square forecast errors for the naive forecasts of
the martingale model, where forecast earnings growth is zero,
and the sub-martingale model, where forecast earnings growth is
the historical economy wide average earnings growth rate.

The accuracy of analysts’ long run earnings growth forecasts is
extremely low, In the pooled sample, the mean square forecast
error for analysts is 7.15%. For the martingale model, the mean
square error is 6.63%, while for the sub-martingale model, it is
marginally lower at 6.60%. On average, therefore, a superior
forecast of long run earmings growth for individual companies
can be obtained simply by assuming that average annual earnings
growth will be zero. This is a strong indictment of the accuracy of
analysts’ long run forecasts, and in view of the additional
information available to analysts, is surprising. It also contrasts
with the evidence for shorter horizon forecasts where analysts
appear to have some advantage over time series models.
Furthermore, the alternative models used here are relatively
simple. If in fact earnings are stationary, then it is likely that a yet
superior forecast could be obtained from an estimated time
scrics model for cach firm, and so the relative inferiority of
analysts’ forecasts is probably understated here.

Turning 1o the annual samples, the martingale model
generates superior forecasts in seven out of eleven vears, while
the sub-martingale model generales forecasts that are superior 10
analysts” forccast in nine of the eleven years, and superior 1o the
forecasts of the martingale modcl in ten oul of cleven vears. This
suggesis that one can improve on the zero growth forecast of the
martingale model by using the historical cconomy average
carnings growth rale o predict subscquent growth for individual
firms. Howcever, the improvement is only marginal, reflecting
both considerable variation in average carnings growth between
vears and considerable dispersion in carnings growth rales across
the cconomy. The time-series pattern of forceast crrors suggests
that analyst inferiority is not caused by just one or two outlving
vears, Nor docs it suggest that there is any improvement in the
accuracy of analysts’ forccasts over the sample period, cither
relative (o the forecasts of the martingale and sub-martingale
models, or in absolule terms, The {unweighted} average mean
squarc forecast error for the first five vears in the sample is
7.02%, while in the last five vears it is 7.28%. This is in contrast
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738 HARRIS

with evidence reported elsewhere that analyst accuracy has
increased over time (see Brown, 1997).

(ee) Forecast Bias

Panel B of Table 1 reports the mean forecast error for analysts’
forecasts of long run earnings growth, given by (3), and its
standard error. In the pooled sample, the mean forecast error is
negative indicating that analysts’ long run earmings growth
forecasts are over-optimistic. The mean forecast error is very
significant both in statistical and economic terms. On average,
forecast growth exceeds actual growth by about seven percent per
annum. Over-optimism in long run earnings growth forecasts is
consistent with evidence reported for analysts’ shorter horizon
earnings forecasts (see, for instance, Fried and Givoly, 1982;
Brown et al., 1985; and O'Brien, 1988}, 1t is also consistent with
international evidence on analysts short run and interim
forecasts (see Capstaff et al., 1995 and 1998).

The mean forecast error is also negative in each individual
year, and significantly negative in all but the last, ranging from
1.50% to 11.82% per annum. This is in contrast with analysts’
shorter horizon forecasts where the direction of the reported bias
displays considerable vear 1o year variation (sce, for instance,
Givoly, 1985). Tt is again notable that the degree of over-optimism
has not diminished significantly over time, The {unweighied)
mean forccast crror for the first five vears of the sample is
—6.99%, while for the last five years it is —7.20%. I is of course
possible that the last year in the sample, where the mean foreeast
crror is less than two percent, marks the siart of a reduction in
analvst over-optimism. Whether this is borne out by fiure siudics
will be of considerable interest.

(1it) Forecast Efficiency

Pancl A of Table 2 presents the resulis of regression (1), The
cfficiency condition is very strongly rejected for analysis’ long run
carnings growth forecasts. In the pooled sample, Fis significantly
Iess than unity and ac 0.20, only marginally greater than zero.
This is a considerably stronger rejection of efficiency than found
by other authors for shorier horizon forecasts. For instance,
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Table 1

Forecast. Accuracy and Forecast. Bias

Panel A: Forecast Acenracy Panel B: Forecast Bias

MSIE of MSIE of MSIT of MIE of  Slandard

Analysts Martingule  Sub-martingale Anabysts Error
Pooled sample 714 .64 6.60) —7.%4 {0.31)
1982 7.54 515 6.41 11.59 {1.01)
1983 6.88 7.01 6.51 5.48 {1.20)
1984 6.75 7.14 6.40 4.01 {1.12)
1983 7.4 6.67 6,24 —6.61 {1.08)
1956 6.92 .17 6.21 —7.11 {1.08)
1987 6.95 R.77 5.75 10.78 {0.99)
1988 7.58 6.32 6.40 10,20 {1.00)
1954 6,94 592 a7 —11.82 {0.91)
T94K) A.649 520 1.93 —7.10 {0.85)
1951 7.58 7.78 7.60 5.04 {0.99)
1952 8.78 9.62 9.78 1.50 {(1.10)

Nolew:
Pancl A reports the mean square forecast crror [or analysts’ loreeasts and the [orecass ol
wo naive models.

N
Thee MSFE ol aralvets lorecasts is caleulated cach vear as L ( RS
The MSFL ol analvsts lorccasts is caleulated cach vear as ?ZL\L{” — e
1
N
the MSFLE ol the martingale model is calewlated cach vear as &_-ZLHM‘,' ;
1

N

U ol 1he ireale medel s caleulateed cach vear as ( - 2

the MSFE ol the subrartingale maodel Is caleulated cachl vear as _—,%;ZLHH —Eo
—1

where g is five year eamings growth from January year tto December vear ¢ 4, is forecast
ol g reporied au April year tand 7, | is the average value over all companics of live year
eamings growth from Jamuay vear ¢ 5 to December year £ 1. The MSFE for the pooled
sample is computed over all firms and years.

Panel B reports the mean forecast error of analysts, caloulated as:
(s ‘.
O

and s standard crror. The MFL for the pooled sanple is computed over all lirms and
FCALS,

DcBonde and Thaler (1990) find that while they reject the
hypothesis that 3 is equal 1o unity for onc and two year forecasts,
their estimated paramecters {0.65 for one vear forecasis, 0.16 for
two vear forecasts) arc much larger than those reported here,
hoth siatistically and cconomically. For annual carnings forecasts,

T Wlackwell Publishers Lid 1999



710 HARRIS

Table 2

Forecast. Elficiency

Panel A: Weak Elliciency Panel B: The Incremental Information
Content ol Price-Earnings Based Forecasis
3 SE r 3 SE 4 SE A

Poaled
sumple 0,20 (0.08)  0.00 003 {0.09 004 (0.0 0102
1982 g3 {026 004 .81 {0.28) 003 (0.04) 0.05
1983 042 {023 001 008  0.27 005 (D02 0.04
1981 019 {0.27)y 000 .03 {03y (01 {02y 0.
1983 005 {024y 0.00 .02 {033y . {02y 0K
1986 0.31 {0.23)  0.01 0.26  (0.22 010 (0.02)  0.06
1987 046 {022y 001 .41 {0.227 001 {0,027 0.01
1988 012 {21y 041 0A4% {021y 0 {001 0001
1984 0.08 {022y 000 —0.03 {125 003 (002 0.1
1990 0.28 {017y 001 020 (0200 002 {002y 0.01
1991 0.39 {017y 001 .11 {0.5300 006 {0.0%) 0.03
1992 009 {027y 0.00 =020 {031y 000 (008 0,03
Notew:

Panel A reports the results of the test of the weak efficiency of analysts” forecasts. The
regression for the pooled sample is g, =y | _:'ig:‘.:, |y where gy is five vear eamings
growth [romm January year ¢ w December vear ¢+1 and g 18 the median Lorecast ol g,
reported in April of vear & The regression for the annual samples is gy = o, | 3 | wge
The Panel reports the estimated slope patamerer, its Froot-NewewWest adjusted standard
crror and the adjusted fsquared statistic,

Pancl B reports the resulis of the wst lor the incremental information corent of price-
carnings based lorccasts. The regression for the pooled sample s gy — o + O+
vy | o where gy, s five vear eamings growth from January year ¢ 1o December year £ 4,
is the median forecast ol g reported in April ol year ¢,

1 N o
£ TN

W v p—
g:: _ Pu ,bf'mf L3 ; ;
1 G
& 18 the carnings reported in Decetuber ol vear (=1, and #, 18 the price in April ol year &
The regression for the annual samples is g, = o | _:'i‘.g:; I g | g The Panel reports
the estimated slope parameter, s Froo-Newey-West adjusted standard crror and Lhe
adjusted Hsquared stadistic,

Givoly {1985) cannot reject the hypothesis thae 3 is unity. Using
UK data on the forecasts of individual analysts, Capstaff cu al.
(1995) find that the cstimated cocefficient declines with the
forceast horizon, with an estimated value of around 0.5 for 20
month forceasts {their longest horizon). The results of this paper
therefore strongly support the view (first offered by DeBonduand
Thaler, 1990} that forecast carnings growth is 100 exuwreme, and
that the longer the horizon, the more extreme it becomes. In the
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annual regressions, 4 is significantly less than unity in all years,
and significantly greater than zero in only three years. In one
vear, it is actually significantly negative.

(tv) The Incremental Infirmation Condend of Price-Earnings Based
Forecasts

The results of regression (5), which supplements analysts’ fore-
casts with forecasts that are derived from the assumption that
earnings will evolve in such a way that each firm’s price-earnings
ratio will converge to the current market price-earnings ratio, are
reported in Panel B of Table 2. Under the null hypothesis that
analysts make optimal use of information about future earnings
that is contained in share prices, the coefficient on the price-
earnings based forecast, %, should be zero. In the pooled sample,
the estimated coefficient is significantly greater than zero,
implving that analysts do not make full use of information that
is readily available at the time that their forecasts are made.
llowever, there is much year to year variation in both the stat
istical and economic significance of the coetficient, with six years
in which the coefficient is not statistically different from zero.

The marginal contribution of priceearnings based forecasts
can be gauged by comparing the two Panels of Table 2. The
inclusion of the price-earnings forecast explains an additional
two percent of the variation in actual carnings growth in the
pooled sample, while in individual years, this figure varies
hetween zero and five percent, However, the price-carnings
based forecast used in the present analysis is derived under the
somcwhal unrealistic assumption that all firms have a common
long run price-carnings ratio. Undoubtedly, more accurate
carnings growth forccasts could be impuied by making more
sophisticaled assumptions aboul how price-carnings ratios cvolve
over lime, The resulis presented here therefore almost certainly
undersiate the extent o which analysts neglect information
embodicd in share prices. The fact that analysts appear 1o neglect
information contained in share prices when forming their long
run carnings growth foreeasts is consisient with analogous resulis
for their forccasts over shorter horizons {sce, for instance, Ou
and Penman, 1989%; Abarbancll, 1991; Elgers and Murray, 1992:
and Capsaff cual., 1995 and 1998).
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(v} Forecast Lrror Decomposition

The preceding results demonstrate that the accuracy of analysts’
long run carnings forccasts is extremely low, and that they are
very significantly biasced and incfficient. In this sub=scction, the
source of analysis’ forecast error is investigaled using the two
decompositions of mean square forecast crror described in
Section 3. The first decomposcs forecast error into systematic and
non-systematic componcenis. The results of this decomposition
arc given in Panel A of Table 3. It can be secen that by far the
largest component of mean square forecast. crror is random, In
the pooled sample, less than twelve percent of the forecast error
is the result of the sysiematic component of analvsis’ forceast
crrors. Of the systemaltic component, abowt seven percent is due
1o bias, and about four pereent due o incfficiency. A similar
pattern holds for the annual samples, although there s
considerable year 1o year variation, with as much as nincuy-five
percent of mean square forecast error accounted for by the
random componcent in some vears, In principle, knowledge of
the systematic error in analysts’ forecasts permits the use of
‘optimal linear correction’ techniques in order to improve
forecast accuracy. This involves employing the predicted values
calculated using the estimated coetficients from regression (4),
above, in place of the forecasts themselves. The effect of the
ordinary least squares regression is to adjust the forecasts by
compensating for their bias and inefficiency. The degree to
which accuracy can be enhanced in this way depends upon the
proportion of the mean square forecast error that is systematic.
The results reported here imply that, assuming that the
underlying data generating process for actual earnings growth
and the method by which analysts form the expectations of
earnings growth remain constant, optimal linear correction of
the forecasts will reduce the forecast error only by about twelve
percent. This is clearly an important result for the users of
analysts’ forecasts.

The second decomposition divides the mean square forecast
error into the error in forecasting average earnings growth in the
economy, the error in forecasting the deviation of average growth
in each industry from average growth in the economy, and the
error in forecasting the deviation of earmings growth for
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Table 3

Farecast Lirror Decomposition

Panel A : Decomposition by Panel B: Decomposition by
Error Type Level ol Aggregation
Bins Inefficiency  Random Feonomy fndustry Firm
Poaled
sumple 7.51 4.07 88.45 921 36.55 h5.25
1982 17.67 15.41 67.25 17.67 46.06 3627
1983 .37 2.12 43,92 4.57 40.21 h5.42
1961 238 1.61 4351 258 3297 13584
1983 6.07 .68 87.57 6.07 213 Rh7.18
1986 8.00 2.96 89.57 3.00 40.59 51.41
1987 16.73 1.86 31.69 16.73 30.15 h3.11
1958 1110 2401 81,13 1110 9977 At 15
1954 2002 K32 7184 2002 2713 K3 K3
1950 9.62 4.49 836.13 3.62 31.68 h8.69
1951 3.85 2.63 34.27 3.55 35.05 63.60
1942 .26 1.78 93.24 {).26 223 67.61
Notas:

Panel A repots the results of the decomposition of mean squuare forecast ermror for each
vear ¢ by crror type, given by:

apape l & . - PREIN-] A R
MSFL — TZ;“’ —dP (1= 8 oo+ 11— g ey

where N, is the sample size in year &, gy is five vear eamings growth from Janwary vear r‘m
Decetber year (44, g is the me dian [orecast of fry reported in April of year ¢ 7, and g

are the average values of g, and g‘f 7y is the slope r()eﬁ'rlt‘nt reported in Panel A ()‘FT-}h]{“
2.0 is rhe correlation coefficient hberween g, and g'(; and 0’ and r1J are: the variances of
e and g, The decomposition Lor the pooled sample is LumpuLLd dver all lrtus and YOALS,

Panel B reports the results of the decomposition of mean squuare forecast ermror for each
vear ¢ by the level of aggregation. given by:

b 3 (g - )

_ _f9 1 S e _ — N, 5
= @2 + 5 > MlZ ) - (-2 Z (g —Te)—(h—TL
) 1

where [ i i3 the number of industries in the \-ll'l’lplt‘ Ay is the number of fitms in industry §,
F,and -‘ﬂf are the average values ol g and g, in mdubLn 7 The decompaosition lor the
pooled sample is the wei ghterl average of the decompositions for the annmual samples, with
weights proportfional te the sample size each year. The table reports each of the
components ol mean square lorccast crror ag a perecnlage ol total mean square lorceast
error.
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individual firms from average industry growth. The results of this
decomposition are reported in Panel B of Table 3. The results
demonstrate that analysts’ forecast inaccuracy derives mainly
from an inability to forecast deviations of individual firm growth
from the average growth rate in its industry. The error in
forecasting deviations of industry growth from the average
growth rate in the economy is also important, but somewhat
smaller than the error in forecasting individual firm growth. In
contrast, analysts’ inability to forecast average earnings growth in
the economy contributes relatively little to their inaccuracy. An
interesting feature of this decomposition is that the proportion
of forecast error generated at the industry level appears to be
diminishing over time, while the proportion generated at the
individual firm level is increasing. This is potentially related to
changes in the methods used by analysts to forecast earnings
growth, or changes in accounting standards.

(vi) The Performance of Analysis® Forecasts Conditional on Firm and
Forecast Characteristics

The foregoing analysis has considered analysts’ long run earnings
growth forecasts as a homogenous group. Ilowever, it is likely
that forecast performance will vary with the characteristics of the
firm whose earnings are being forecast. For instance, one would
cxpect that firms with highly variable cash flows, or thosc for
which little information is available about future earnings
prospects, would be associated with lower forecast accuracy.
Additionally, forecast performance is likely to vary with the size of
the forccast itsclf sinee the cfficiency resulis indicate that low
forecasts are less overlyv-optimistic than high forecasts.

In order 1o investigawe this issuc, the aceuracy, bias and
cfficiency results are reproduced for sub-samples of companics,
partitioned on the basis of markel capitalisation, pricc-carnings
tatio, markct-to-book ratio and the level of the forecast itsclf, For
cach variable, the sample is sorted into ascending order of the
partitioning variable and split into quintiles, with equal numbers
of firms in cach quintile.'” For all the results of this scetion,
resitts are reported for quintiles pooled across all vears only.

Table 1 presents the resulis for forecast accuracy, with the
mean squarce forecast error for cach quintile reported in Panel A,
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There is substantial variation in forecast accuracy across market
capitalisation, price-earnings ratio and forecast earnings growth,
while there is no obvious systematic variation in forecast accuracy
across market-to-book. Forecast accuracy increases with market
capitalisation, with forecasts for the quintile of largest firms more
than twice as accurate as those for the quintile of smallest firms.
There is an inverse relationship between forecast accuracy and
price-earnings ratio, with forecasts for the lowest quintile almost
three times as accurate as those for the highest quintile. The
largest variation in forecast accuracy is with the level of the
forecast itself, with low forecasts being five times more accurate
than high forecasts. In all three cases, variation in forecast
accuracy is monotonic (almost monotonic in the case of price-
earnings and forecast size}, although it does not appear to be
linear, with the largest differences occurring in the lowest and
highest quintiles.

The results of Panel A show that forecast accuracy varies
substantially with market capitalisation, price-earnings ratio and
the forecast itself. 1lowever, these variables are not independent,
and so variation in forecast accuracy with one variable may merely
reflect variation with another. In order to identify the marginal
cffccis of firm and forccast characieristics on forecast. aceuracy,
Panel B of Table 4 reports the regression of the squared forecast
crror on the nawral logarithm of market capitalisation, market-
to-hbook,  price-carnings  and  forceast  carnings  growth.
Tnterestingly, all four variables independently contributle 1o the
explanation of forccast accuracy, with the most influential, in
terms of siatistical significance, being the price-carnings ratio,
followed by the level of the forecast itsclf. The most accurate
forccasts are thercefore low forecasts issued for large companies
with low price-carnings ratios and high markei-to-book ratios.
The four variables 1ogether explain more than thirtcen percent
of the variation in forecast accuracy.

The variation of forecast accuracy with market capitalisation is
not surprising. Information about fuiunure carnings prospects is
likely 10 be more readily available, and of a higher quality, for
larger firms. The variation of forecast accuracy with the forceast
itsclf is consistent with the results on forecast efficiency, The
inverse relationship between forecast accuracy and price-carnings
ralio is harder wo explain, but may be driven by the fact that very
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Table 4

Forecast Accuracy Conditional on Firm and Forecast Characteristics

Panel A: Forecast Acenracy by Firm and Forecast Characteristics

Quintile I Chantile 2 Quintile 3 Quindile -+ Chdnbile 5

flonest) {highest)
Capitalisation 11.52 8.21 .35 a1y 1147
Market-1o-Book 7.84 6.51 6.36 7.18 7.88
Price-Eumings 5.50 4.53 5.02 6.13 14.79
Forecust Size 297 6.56 R.70 7.46 15.58

Panel B: The Marginal Elfect ol Firm and Forecast Characteristics on Forecast
Accnracy

Fstimeited Steevrederred

Coefficient Frror
Capitalisation —T105.18 {11.54%)
Market-1o-Book 17.02 {6.800
Price-Eurmings 24 47 {3.55)
Forecast (srowth 12.67 {6.17)
I 0.13
Mooy
Pancl A repors the MSEE in percent [or cach quintile of lirm-yvear obscrvalions sorted in
ascending order of market capitalisarion, markerto-book ratio, price-earnings ratio and

lorccast carnings growth.
Panel B reporws the estimated slope cocliicierts from the regression:
M2 p . . a
lga g} = | Silnmg | Fomby, | Sepry | Sigl 1o

whiere g, 18 Ove vear carnings growth lron January vear £ wo Deceruber vear ¢+ 41, ;5': is the
median forecast of g reported in April of vear ¢, iy is the marker capitalisation of firm lin
April ol vear 4 mdy, is the ratio of niarket capialisadon ol lirn 4 in April ol vear ¢ 1o the
book valuc ol cquity Lirm Zin December ol vear ¢ — 1 and pey 18 the radio of the share price
of firm {in April of year ¢ 1o the eamings for the fiscal year ending in December of vear
t | Troot-NeweyWest adjusted standard ermrors are reported in parentheses. The
regression 1s estimated [or the sanple pooled over all years.

high price-carnings ratios arise partly as a result of very low, but
transitory carnings, the trajectory of which is likely 1o be difficult
1o forecast. accuwrately. The positive relationship bewtween foreeast
accuracy and market-to-book ratio is potentially explained by the
fact that high markeci-to-book companics, eeferss paribus, should
on average have high carnings growth. Since forccast carnings
growth is generally wwo optimistic, the size of the forccast crror
for these companies should on average be lower.
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Table 5 presents the results for forecast bias. Again, there is
strong variation in forecast bias with market capitalisation, price-
earnings ratio and the level of the forecast itself. Consistent with
the results for forecast accuracy reported in Table 4, forecast bias
decreases {(In absolute value) with market capitalisation and
increases with forecast size. llowever, while forecast inaccuracy
increases with price-earnings ratio, forecast bias decreases with
price-earnings ratio, implying that while forecasts become less
biased as the price-earnings ratio increases, thev nevertheless
become less accurate. llowever, this merely implies that the
random component of forecast inaccuracy decreases more
rapidly with priceearnings ratio than does the systematic
component. The largest variation in forecast bias is again with
forecast size, with forecasts in the highest quintile being more
than four times as biased as those in the lowest quintile. This is
consistent with the results on efficiency reported earlier that
demonstrate a significant negative relationship between forecast
error and the level of the forecast. There is some variation in
forecast bias with market-to-book value of equity, although it is
nol monotonic across quintiles, and the difference between the
lowest and highest quintile is not large. There is no quintile of
companics for which it can be concluded that analysis” forecasts
are unbiased.

Pancl B reports the resulis of the regression of forecast crror
on market capitalisation, market-lo-book value of cquity, price
carnings ratio and forccast carnings growth, There is again
independent variation in forecast bias with market capitalisation,
price-carnings ralio and the level of the forecast itself, with the
latter being the strongest factor, siatistically speaking. There is no
significant. variation with market-to-book. The four variables
together explain abow six percent. of the variation in forecast
creor,

These resulis are broadly consistent with Frankel and lLece
(1996}, who investigale the performance of analysis’ shorier
horizon forccasts in order o operationalise an accounting
valuation modcl based on book value of equity and the markel’s
cxpeciation of carnings growth, They find that analyst over-
optimism is associated with low book-lo-price ratio (the inverse of
the market-to-book ratio used in the present analysis} and high
past sales growth. They also find that analvst over-optimism is
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Table 5

Farecast Bias Conditional on Firm and Forecast Characteristics

Panel A: Forecast Bias by Firm and Forecast Characteristics

Quintile I Chantile 2 Quintile 3 Quindile -+ Chdnbile 5

flonest) {highest)

Capitalisation —12.28 —8.13 —3499 —3.841 —K.00
{0.87) {0.75) {0.67) {0.60) {0.56)

Market-1o-Book 3.52 6.35 3.61 3.08 8.38
(0.75) {0.68) {0.65) {0.70) {0.73)

Price-amings —11.66 —6.87 —7.12 318 —h.32
{0.51) {{).55) {0.58) {0.66) {1.01)

Forecust Size 3.98 3.56 5.49 7.5% 16.12
{0.44) {0.69) {0.64) {0.71) {0.90)

Panel B: The Marginal Elfect ol Firm and Forecast Characteristics on Forecast
Bias

Fstimeited Steevrederred
Coefficient Frror
Capitalisation 1.76 {{1.28)
Market-1o-Book 0.05 {0.03)
Price-Eurmings 0.25 {0.05)
Forecast Growth —{.9% {1004
.
R 0.06
Mooy
Pancl A reporns the MEL 1o percent for cach quittile of lirm-yvear observadons sorted in
ascending order of market capitalisarion, markerto-book ratio, price-earnings ratio and

lorecast carnings growth., Standard crrors are reported in parentheses,
Panel B reporws the estimated slope cocliicierts from the regression:

. o . - B - - "

(e — 15 ¥ — o+ il + Jymdy + Sspe, + Fagd + o

P - . I

whiere g, @8 lve vear carnings growth lrom January vear o Decetuber vear 44, g, 13 the
median forecast of g reported in April of vear ¢, iy is the marker capitalisation of firm lin
April of vear &, by is the rario of market capitalisation of fitm fin April of year t 1o the
book valuc ol cquity Lirm Zin December ol vear ¢ — 1 and pey 18 the radio of the share price
of firm {in April of year ¢ 1o the eamings for the fiscal year ending in December of vear
t | Troot-NeweyWest adjusted standard ermrors are reported in parentheses. The
regression 1s estimated [or the sanple pooled over all years.

associaled with forceasts that are high relative to the current Tevel
of carnings {i.c. optimistic forecasts). Since forecast carnings
growth and acwal carnings growth are largely uncorrelated in
the present sample, this is consistent with the finding reported
above that analyst over-oplimism is associated with high foreecast
carnings growth.
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Table 6

Forecast Klficiency Conditional on Firm and Forecast Characteristics

Panel A: Forecast Elliciency by Firm and Forecast Characteristics

Quindile 1 Chdndile 2 Quinfile 3 Quindile + Quintile 5

{iomuest) fhighest)
Capitalisation .01 .23 .12 .56 1.15
(0.1 {0.0%) {0.09 {0.12) {0.1%)
Market-io-Book 0.05 0.01 0.00 0.08 0.28
(0.14) {0.12) {0.11) (0.11) {0.09)
Price-larnings — {1351 (.21 {103 — {041 —0.21
EIRUSY (0.1 {111} (0.12) {0.11)
Forecast Size .84 0.59 0.57 0.60 0.11
(0.26) {0.86) {0.98) {0.84) {0.1%)

Panel B: The Marginal ElTect ol Firm and Forecast Characteristics on Forecast
Elliciency

FEstimeted Stexnedeerd

Cloefficient Frror
Capitalisation 387 (2.530)
Market-io-Book 1.59 (1.14)
Price-Earmings 0.12 {0.63)
Forecast Growrh 1217 (2.81)
I 0.11

MNoles

Pawcl A reports Lhe estimate ol 3 i e regression g, — oy + ,:3;5': + wy Lor cach quinile of
firm-year observations sorted in ascending order of market capitalisation, markerto-book
ratio. price-caruings ratio and lorccast carnings growih, FrootNewey-West adjusted
standard errors are reported in parcntbieses,

Pauel B reports the esiimated slope cocllicients [ronn (e regressiorn:
(,2'{; E{] lga T (g:: E{] =cr, | fhinmg | Samby | Fapes | .-"hg;-‘f ([

where g Is Lve vear carnings growth [rom January vear £ wo Deceber vear (4 41 ;5': is the
median forecast of g, reported in April of year ¢, wy, is the market capitalisation of firm fin
April of vear & mhy, is the ratio of market capitalisation of fitm fin April of year tto the
book vilue ol equity Lem 3 in December ol year ¢ — 1 and pe, is e rado ol the share price
of firm {in April of year ¢ to the earnings for the fiscal year ending in December of vear
t L. Froot-Newey-West adjusted standard errors are reported in parentheses. The
regression is estimalcd Lor the sanple pooled over all vears.

Table 6 presents the resulis for forecast efficiency, Pancl A
reveals that there is considerable variation in forceast efficicncy
across both market capitalisation and the level of the forecast,
with some variation across matrkei-to-book. The estimated slope
patameier, 3, is close o zero for the quintile of smallest firms,

T Wlackwell Publishers Lid 1999



750 HARRIS

and rises monotonically with firm size. For the quintile of largest
firms, the efficiency condition that & = 1 cannot be rejected. The
estimated slope parameter decreases with the level of forecast,
and for the quintile of firms with the lowest forecasts, the null
hypothesis that ¥ =1 cannot be rejected either. There is no
systematic variation with price-earnings ratio. The most efficient
forecasts are therefore low forecasts for large firms with high
market-to-book ratios.

Panel B of Table 6 reports the marginal contribution of each of
the independent variables to forecast efficiency. Consistent with
results of Panel A, there is positive independent variation in
forecast efficiency with market capitalisation and market-to-book
ratio, although the significance is marginal. Also consistent with
the quintile results, the relationship between forecast efficiency
and forecast growth is very significantly negative. There is no
significant variation in forecast efficiency with price-earnings
ratio. The four variables together explain eleven percent of the
variation in forecast efficiency.

3. SUMMARY AND CONCLUSIONS

This paper has undertaken a detailed study of the accuracy, bias
and efficiency of analysts’ forecasts of long run earnings growth
for 1S companics. The resulis of the paper can be summariscd as
follows.

(i} The accuracy of analysis’ long run carnings growth fore-
casts is extremely low. Superior forecasis can be achieved
simply by assuming that long run carnings growth is zero.

(i)  Analysis” forccasis arc cxcessively  oplimistic. Foreeast
carnings growth, on average, cxcceds actual carnings
growth by aboul seven percent per annum,

(iii}  Analysis’ forccasts are weakly inefficient. Forecast errors are
not independent of the forecasts themselves. In particular,
high forecasts are associated with high forecast crrors, while
low forecasis arc associaled with low forecast errors.

(iv) Analysts” forccasts do not incorporaie all information
contained in current share prices. A supcerior forecast. can
be obtained by assuming that cach firm’s carnings will
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(v}

(vi)

(vii)

(viii)
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evolve in such a way that its price-earnings ratio will
converge to the current market-wide price-earnings ratio.
Despite the bias and inefficiency identified in (ii) and (iii)
above, the systematic components of analysts’ forecast
errors contribute relatively little to their inaccuracy. More
than eighty-eight percent of the mean square forecast error
is random. This is an important result for the users of
analysts’ long run earnings growth forecasts, since it means
that the accuracy of analysts’ forecasts cannot be signifi-
cantly improved using linear correction techniques.

The largest part of analysts’ forecast error is made at the
individual firm level. The inability of analysts to forecast
average earnings growth in the economy does not
contribute substantially to their inaccuracy. llowever, there
is evidence that the level of aggregation at which analysts’
errors are being made is changing over time, with
increasing accuracy at the industry level, and decreasing
accuracy at the individual firm level.

There is significant heterogeneity in the performance of
analysts” forecasts. The most reliable carnings growth fore-
casts are low forecasts issued for large companies with low
pricecarnings and high market-to-book ratios, The least
biased forecasts are those for low forecasts for companies
with low price-carnings ratios, while the most cfficient
forecasts are low forecasts for large companics with high
markct-to-hook ratios. This is again an important result for
the users of analysis’ forecasts since it offers some oppor-
ity 1o discriminate between good and bad forccasts,
There is very little evidence 10 suggest that the inaccuracy,
hias or incfficiency of analyst’ forecasts have diminished
over lime,

The idea that analvsis systematically make over-optimistic
forceasts, s not necessarily an indictment of their rationality per
s¢ since they may have considerable incentives (0 do so. An
carnings growth forecast is not gencrally the final product
delivered by an analyst 1o the client, Tn particular, carnings
growth forccasts will be wypically provided as part of a package of
services, including brokerage, advice on mergers and acqui-
sitions, and underwriting, and these related  activities may
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influence the forecasts that an analyst makes (see Schipper,
1991). Sellside analysts, for instance, have a vested interest in
their clients’ reaction to earnings forecasts. If earnings forecasts
are used to support stock recommendations then high forecasts
will tend to generate more business than low forecasts, since
there is a larger potential client base for buy recommendations
than for sell recommendations. Francis and Philbrick (1993)
provide evidence that suggests that analysts may be intentionally
over-optimistic in order to cultivaite and maintain good
management relations.

The decomposition of mean square forecast error by error type
revealed that by far the largest component of analysts’ forecast
errors is random, with the systematic component accounting for
less than twelve percent. Inevitably, at such long forecasting
horizons, the potential to make accurate forecasts of earnings
growth is limited. [lowever, the fact that such a large component
of actual earnings growth is random may explain why analysts®
forecasts are so biased. The larger the component of the forecast
error that is random, the lower the impact of forecast bias on
forccast crror. Assuming that analysts do have conflicling
objectives — one to produce accurate earnings growth forecasts,
the other o produce kigh carnings growth forccasts — then if
analysts know that the first objective is largely unattainable, they
will usc the forecasting process 1o satisfy the second. Tf analysts
arc also producing short term and interim foreeasts for the same
company, then the bhias in their long term forecasts may be
compounded.

A number of papers have now concluded that there s
substantial mis-pricing in the stock market as a conscquence of
irrational long run carnings growth forecasis being incorporated
into the marketl expectation of carnings growth. The resulis of
this paper support the hypothesis that analysis’ consensus long
run carnings growth forecasts are indeed irrational if they are w
be interpreted as optimal forecasts of funre carnings growth.
Howcver, given the uncertainty over analysts’ incentives, il is by
no means inevitable that these forecasts will be incorporated
withouwl modification into the market expectation of carnings
growth, An interesting lopic for future rescarch will be 1o
cexamine 1o what exient the market recognises the characteristics
in forccast long run carnings growth identified in this paper,
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NOTES

1 A partal list would include Brown and Rozeft { 19781, Brown et al. {19874
and T987b) and (’Brien (1988) who consider the performance ol analysts’
cuarterly earnings lorecasrs, and Collins and Hopwood {198(), Fried and
Givoly (1982} and Brown et al. (1983), who consider analysts” unnual
forecusts. International evidence on analysis’ forecasts is provided by
Capstall et al. {1995), who analyse the perlarmance ol UK analysts, and
Capstall eral. {1998), who consider the lorecasts of Furopean analysts. For a
comprehensive survey of the literature on analysts’ eurnings forecasts, see
Brown {1393).

2 This was conlirmed in conversation with 1BLES stall.

3 The correlation between the mean and the median [orecast in the sample is
0.98. This is accounted for by the fact that most stocks have long tern
forecusts originating from only one or lwo analysis.

1 1BES have conlirmed thar they do receive carnings growth [orecasts lor
companics whose carnings are currently negative. This may be explained by
the fact that while analysts use the latest reported earmings as a buse for
earnings growlh when earnings are positive, they use some other
unspecilied hase measure ol earnings, such as lorecast annual carnings or
average historical annnal carnings, when carmnings are negative.
In order o establish the robusiness of the results, the analysis wus
conducted using maxinium earnings growth threshold values in the range
50% 10 1,000%, and by rlmming the sanple instead on the busis of initial
carnings per share, using a minimum carnings threshold ol hetween {110
and 1.00 dollurs. The sensitivity of the results to changes in the threshold
vilues wus low, and none of the qualitative conclusions were altered. The
regressions were additdonally estimared nusing the minimum  absolute
deviation estimator, which is considerably less sensitive to onflicrs. This
produced results that were almost completely invariant with respect o the
choice threshold values, As a further est of the robustiess of the results, the
analysis was condncted using the change in carmings scaled by price, with
the corresponding [orecast change in carnings computed nsing the loreeast
grawth rate. The resuls ol these robiustness tests are not reported here, but
are available from the author on request.

t The average growth rate is taken over all livms lor which carnings data are
available, using the same sample sclection criteria as lor subsequent
carnings growth, namely exchiding observations Jor which ecarnings are
negative at the beginning of the five yeur period, and those for which the
calculated yrowth rate exceeds 100% in absolute value.

7 This can he seen by subrracting lorecast carnings growth, g;-’_:. Ivom ¢ach side
s0 that the regression hecomes one ol lorccast. error on lorecast carnings
growth — the constunl remains the sane while the slope paraneter
hecomes 3 1.

8 Taking rhe conditional expectation ol equations (10) and {11} gives the
mean square Jorecast evror and the mean lorecast error, respectively, as a
funcuon of the independent variables. Regressions (10) and (117 thus
measure the margina contribution of euch of the independent variubles
lareeast acenracy and [orecast hias. Taking the conditional expectation ol
cequation {12) gives the covariance hetween (g — g{l) and gf-_( as a lncrtion of
the independent variubles. This covariunce is the nuwnerator of the

estimated slope coefficient in a regression of gy on g, Under the

L

i
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null hypothesis that forecasts are weakly efficient, this covariance should be
cqual to zero. Il it is Iess than zevo, loreeasts are oo extreme, while i0ir s
greater than zero, lorecasts are too compressed. Regression (12) thus
meusures the marginal contibution of each of the independent variables to
forecust efficiency.

9 Sece, lor example, Brown o al. (189873) and O Brien (1988), who consider
the acenracy ol analysts’ quarterly carnings lorecasts relative 1o the [arccasts
of different tine series models, and Fried and Givoly {1982}, who consider
the relative accuracy of analysis’ annual earnings forecusts.

10 Except lor the largess qumrll(‘ which has an adleditional obscrvarion.
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The Market Risk Premium: Expectational Estimates
Using Analysts’ Forecasts

Abstract

We use expectational data from financial analysts to estimate a market risk premium for
U.S. stocks. Using the SP500 as a proxy for the market portfolio, we find an average market risk
premium of 7.14% above yields on long-term U.S. government bonds over the period 1982-
1998. We also find that this risk premium varies over time and that much of this variation can be
explained by either the level of interest rates or readily available forward-looking proxies for
risk. The market risk premium appears to move inversely with government interest rates
suggesting that required returns on stocks are more stable than interest rates themselves.



The Market Risk Premium: Expectational Estimates
Using Analysts’ Forecasts

The notion of a market risk premium (the spread between investor required returns on
safe and average risk assets) has long played a central role in finance. Tt is a key factor in asset
allocation decisions to determine the portfolio mix of debt and equity instruments. Moreover,
the market risk premium plays a critical role in the Capital Asset Pricing Model (CAPM),
practitioners most widely used means of estimating equity hurdle rates. In recent years, the
practical significance of estimating such a market premium has increased as firms, financial
analysts and investors employ financial frameworks to analyze corporate and investment
performance. For instance, the increased use of Economic Value Added to assess corporate
performance has provided a new impetus for estimating capital costs.

The most prevalent approach to estimating the market risk premium relies on some
average of the historical spread between returns on stocks and bonds.! This choice has some
appealing characteristics but is subject to many arbitrary assumptions such as the relevant period
for taking an average. Compounding the difficuity of using historical returns is the well noted
fact that standard models of consumer choice would predict much lower spreads between equity
and debt returns than have occurred in U.S. markets—the so called equity premium puzzle (see
Welch (1998), Siegel and Thaler (1997}). In addition, theory calls for a forward looking risk

premium that could well change over time.

! Bruner, Eades, Harris and Higgins (1998) provide survey evidence on both textbook advice and practitioner
methods for estimating capital costs. Despite substantial empirical assault, the CAPM continues to play a major role
in applied finance. As testament to the market for cost of capital estimates [bbotson Associates (1998) publishes a

“Cost of Capital Quarterly.”



This paper takes an alternate approach by using expectational data to estimate the market
risk premium. The approach has two major advantages for practitioners. First, it provides an
independent estimate which can be compared to historical averages. At a minimum, this can
help in understanding likely ranges for risk premia. Second, expectational data allow
investigation of changes in risk premia over time. Such time variations in risk premia serve as
important signals from investors that should affect a host of financial decisions.

The paper updates and extends earlier work (Harris (1986), Harris and Marston (1992))
which incorporates financial analysts' forecasts of corporate earnings growth. Updating through
1998 provides an opportunity to see whether changes in the risk premium are in part responsible
for the run up in share prices in the bull market. In addition, we provide new tests of whether
changes in risk premia over time are linked to forward-looking measures of risk. Specifically,
we look at the relationship between the risk premium and four ex-ante measures of risk: the
spread between yields on corporate and government bonds, consumer sentiment about future
economic conditions, the average level of dispersion across analysts as they forecast corporate
earnings and the implied volatility on the SP500 Index derived from options data.

Section [ provides background on the estimation of equity required returns and a brief
discussion of current practice in estimating the market risk premium. In Section II, models and
data are discussed. Following a comparison of the results to historical returns in Section III, we
examine the time-series characteristics of the estimated market premium in Section IV. Finally,
conclusions are offered in Section V.

L. Background

The notion of a “market” required rate of return is a convenient and widely used
construct. Such a rate (%) is the minimum level of expected return necessary to compensate
investors for bearing the average risk of equity investments and receiving dollars in the future

rather than in the present. In general, £ will depend on returns available on alternative



investments (e.g., bonds). To isolate the effects of risk, it is useful to work in terms of a market
risk premium (rp), defined as

rp = k—i, (1)
where / = required return for a zero risk investment.

Lacking a superior alternative, investigators often use averages of historical realizations
to estimate a market risk premium. Bruner et al. (1998) provide recent survey results on best
practices by corporations and financial advisors. While almost all respondents used some
average of past data in estimating a market risk premium, a wide range of approaches emerged.
“While most of our 27 sample companies appear to use a 60+- year historical period to estimate
returns, one cited a window of less than ten years, two cited windows of about ten years, one
began averaging with 1960, and another with 1952 data” (p. 22). Some used arithmetic averages
and some geometric. This historical approach requires the assumptions that past realizations are a
good surrogate for future expectations and, as typically applied, that the risk premium is constant
over time. Carleton and Lakonishok (1985) demonstrate empirically some of the problems with
such historical premia when they are dissaggregated for different time periods or groups of firms.
As Bruner et al (1998) point out, few respondents cited use of expectational data to supplement
or replace historical returns in estimating the market premium.

Survey evidence also shows substantial variation in empirical estimates. When
respondents gave a precise estimate of the market premium, they cited figures from 4 to over 7
percent (Bruner ef al 1998). A quote from a survey respondent highlights the range in practice.
“In 1993, we polled various investment banks and academic studies on the issue as to the
appropriate rate and got anywhere between 2 and 8%, but most were between 6 and 7.4%.”
(Bruner ef al 1998, p. 23). An informal sampling of current practice also reveals large differences
in assumptions about an appropriate market premium. For instance, in a 1999 application of

EVA analysis, Goldman Sachs Investment Research specifies a market risk premium of “3%



from 1994-1997 and 3.5% from 1998-1999E for the S&P Industrials” (Goldman Sachs (1999, p-
59)). At the same time an April 1999 phone call to Stern Stewart revealed that their own
application of EVA typically employed a market risk premium of 6%. In its application of the
CAPM, Ibbotson Associates (1998) uses a market risk premium of 7.8%. Not surprisingly,
academics don’t agree on risk premium either. Welch (1998) surveyed leading financial
economists at major universities. For a 30-year horizon, he found a mean risk premium of
6.12% but a range from 2% to 9% with an interquartile range of 2% (based on 104 responses).

To provide additional insight on estimates of the market premium, we use publicly
available expectational data. This expectational approach employs the dividend growth model
(hereafter referred to as the discounted cash flow or DCF model) in which a consensus measure
of financial analysts’ forecasts (FAF) of earnings is used as a proxy for investor expectations.
Earlier works by Malkiel (1982), Brigham, Vinson, and Shome (1985), Harris (1986) and Harris
and Marston (1992) have used FAF in DCF models®.
IL. Models and Data

We employ the simplest and most commonly used version of the DCF model to estimate
shareholders’ required rate of return, &, as shown in Equation (2);

k= [%J g, @

]
where D = dividend per share expected to be received at time one, Py = current price per share

(time 0), and g = expected growth rate in dividends per share’, A primary difficulty in using the
g p g

* Tbbotson Associates (1998) use a variant of the DCF model with forward-looking growth rates as one means to
estimate cost of equity; however, they do this as a separate technique and not as part of the CAPM. For their CAPM
estimates they use historical averages for the market risk premium. The DCF approach with analysts’ forecasts has
been used frequently in regulatory settings,

* Our methods follow Harris (1986) and Harris and Marston (1992) who provide an overview of earlier research and
a detailed discussion of the approach employed here. For instance, theoretically, i is a risk-free rate, though
empirically its proxy (e.g., yield to maturity on a govemment bond) is only a “least risk” alternative that is itself
subject to risk. They also discuss single versus multistage growth discounted cash flow models and procedures used
in caleulating the expected dividend yield. While the model calls for expected growth in dividends, in the long run,
dividend growth is sustainable only via growth in earnings. As long as payout ratios are not expected to change, the
two growth rates will be the same.



DCF model is obtaining an estimate of g, since it should reflect market expectations of future
performance. This paper uses published FAF of long-run growth in earnings as a proxy for g.
Equation (2) can be applied for an individual stock or any portfolio of companies. We focus
primarily on its application to estimate a market premium as proxied by the SP500.

FAF come from IBES Inc. The mean value of individual analysts’ forecasts of five-year
growth rate in EPS is used as our estimate of g in the DCF model. The five-year horizon is the
longest horizon over which such forecasts are available from TBES and often is the longest
horizon used by analysts. IBES requests “normalized” five-year growth rates from analysts in
order to remove short-term distortions that might stem from using an unusually high or low
earnings year as a base. Growth rates are available on a monthly basis.

Dividend and other firm-specific information come from COMPUSTAT. D is estimated
as the current indicated annual dividend times (1+g). Interest rates (both government and
corporate) are gathered from Federal Reserve Bulletins and Moody’s Bond Record. Table 1
describes key variables used in the study. Data are collected for all stocks in the Standard &
Poor’s 500 stock (SP500) index followed by IBES. Since five-year growth rates are first
available from IBES beginning in 1982, the analysis covers the period from January 1982-
December 1998.

We generally adopt the same approach as used in Harris and Marston (1992). For each
month, a market required rate of return is calculated using each dividend paying stock in the
SP500 index for which data are available. As additional screens for reliability of data, in a given
month we eliminate a firm if there are fewer than three analysts’ forecasts or if the standard
deviation around the mean forecast exceeds 20%. Combined these two screens eliminate fewer
than 20 stocks a month. Later we report on the sensitivity of our results to various screens. The

DCF model in Equation (2) 1s applied to each stock and the results weighted by market value of



equity to produce the market-required return.* The risk premium is constructed by subtracting
the interest rate on government bonds.

For short-term horizons (quarterly and annual), past research (Brown, 1993} finds that on
average analysts’ forecasts are overly optimistic compared to realizations. However, recent
research on quarterly horizons (Brown, 1997) suggests that analysts' forecasts for SP500 firms
do not have an optimistic bias for the period 1993-1996. There is very little research on the
properties of five-year growth forecasts, as opposed to shorter horizon predictions.” Any
analysts' optimism is not necessarily a problem for our analysis. If investors share analysts’
views, our procedures will still yield unbiased estimates of required returns and risk premia. In
light of the possible bias, however, we interpret our estimates as “upper bounds” for the market
j)remium.

To. broaden our exploration, we tap four very different sources to create ex ante measures
of equity risk at the market level. The first proxy comes from the bond market and is calculated
as the spread between corporate and government bond yields (BSPREAD). The rationale is that
increases in this spread signal investors® perceptions of increased riskiness of corporate activity
that would be translated to both debt and equity owners. The second measure, CON, is the
consumer confidence index reported by the Conference Board at the end of the month. While
the reported index tends to be around 100, we rescale CON as the actual index divided by 100.

We also examined use of CON as of the end of the prior month; however, in regression analysis

* We weighted 1998 results by year-end 1997 market values since our monthly data on market value did not extend
through this period. Since we did not have data on firm-specific dividend yields for the Jast four months of 1998, we
estimated the market dividend yield for these months using the dividend yield reported in the Wall Street Journal
scaled by the average ratio of this figure to the dividend yield for our sample as calculated in the first eight months
of 1998. We then made adjustments using growth rates from IBES to calculate the market required return. We also
estimated results using an average dividend yield for the month which employed the average of the price at the end
of the current and prior months. These average dividend yield measures led to essentially the same regression
coefficients as those reported later in the paper but introduced significant serial correlation in some regressions
(Durbin-Watson statistics significantly different from 2.0 at the .01 level).

* To our knowledge, the only studies of possible bias in analysts’ five-year growth rates are Boebel (1991) and
Boebel, Harris and Gultekin (1993). They both find evidence of optimism in IBES growth forecasts. In the most
thorough study to date, Boebel (1991) reports that this bias seems to be getting smaller over time. His forecast data
do not extend into the 1990°s.



this lagged measure was generally not statistically significant in explaining the level of the
market risk premiumﬁ. The third measure, DISP, measures the dispersion of analysts’ forecasts.
Such analyst disagreement should be positively related to perceived risk since higher levels of
uncertainty would likely generate a wider distribution of earnings forecasts for a given firm.
DISP is calculated as the equally weighted average of firm-specific standard deviations for each
stock in the SP300 covered by IBES. The firm-specific standard deviation is calculated based on
the dispersion of individual analysts’ growth forecasts around the mean of individual forecasts
for that company in that month. Our final measure, VOL, is the implied volatility on the SP500
index. As of the beginning of the month, we use a dividend adjusted Black Scholes Formula to
estimate the implied volatility in the SP500 index option contract which expires on the third
Friday of the month. The call premium, exercise price and the level of the SP500 index are taken
from the Wall Street Journal and treasury vields come from the Federal Reserve. Dividend yield
comes from DRI. We use the option contract that is closest to being at the money.
III.  Estimates of the Market Premium

Table 2 reports both required returns and risk premia by year (averages of monthly data).
The results are quite consistent with the patterns reported earlier (e.g., Harris and Marston,
1992). The estimated risk premia ére positive, consistent with equity owners demanding
additional rewards over and above returns on debt securities. The average expectational risk
premium (1982 to 1998) over government bonds is 7.14%, slightly higher than the 6.47%
average for 1982 to 1991 reported earlier (Harris and Marston, 1992). For comparison purposes,

Table 3 contains historical returns and risk premia. The average expectational risk premium

® We examined two other proxies for Consumer Confidence. The Conference Board’s Consumer Expectations
Index yielded essentially the same results as those reported. The University of Michigan’s Consumer Sentiment
Indices tended to be less significantly linked to the market risk premium though coefficients were still negative.



reported in Table 2 is approximately equal to the arithmetic (7.5%) long-term differential
between returns on stocks and long-term government bonds.”

Table 2 shows the estimated risk premium changes over time, suggesting changes in the
market's perception of the incremental risk of investing in equity rather than debt securities.
Scanning the next to last column of Table 2, the risk premium is higher in the 1990’s than earlier
and especially so in late 1997 and 1998. Our DCF results provide no evidence to support the
notion of a declining risk premium in the 1990°s as a driver of the strong run up in equity prices.

A striking feature in Table 2 is the relative stability of our estimates of k. After dropping
(along with interest rates) in the early and mid-1980’s, the average annual value of £ has
remained within a 75 basis point range around 15 percent for over a decade. Moreover, this
stability arises despite some variability in the underlying dividend yield and growth components
of k as Table 2 illustrates. The results suggest that & is more stable than government interest
rates. Such relative stability of £ translates into parallel changes in the market risk premium. In
a subsequent section, we examine whether changes in our market risk premium estimates appear
linked to interest rate conditions and a number of proxies for risk®.

We explored the sensitivity of our results to our screening procedures in selecting
companies. Qur reported results screen out all non-dividend paying stocks on the premise that
use of the DCF model is inappropriate in such cases. The dividend screen eliminates an average
of 55 companies per month. In a given month, we also screen out firms with fewer than three
analysts’ forecasts, or if the standard deviation around the mean forecast exceeds 20%. When

we repeated our analysis without any of the screens, the average risk premium over the sample

7 Interestingly, for the 1982-1996 period the arithmetic spread between large company stocks and long-term
government bonds was only 3.3% per year. The downward trend in interest rates resulted in average annual returns
of 14.1% on long-term government bonds over this horizon. Seme (e.g., [bbotson, 1997) argue that only the income
(not total) return on bonds should be subtracted in calculating risk premia.

# Althou gh our focus is on the market risk premium, in earlier work (Harris and Marston (1992), Marston, Harris
and Crawford (1993)), we examined the cross-sectional link between expectational equity risk premia at the firm
level and beta and found a significant positive correlation. For comparative purposes, we replicated and updated that



period increased by only 40 basis points, from 7.14% to 7.54%. We also estimated the beta of
our sample firms and found the sample average to be one, suggesting that our screens do not
systematically remove low or high-risk firms. Specifically, using firms in our screened sample
as of December 1997 (the last date for which we had CRSP return data), we used ordinary least
squares regressions to estimate beta for each stock using the prior sixty months of data and the
CRSP return (SPRTRN) as the market index. The value-weighted average of the individual
betas was 1.00.

In the results reported here we use firms in the SP500 as reported by COMPUSTAT in
September 1998 which could create a survivorship bias, especially in the earlier months of our
sample. We compared our current results to those obtained in our earlier work (Harris and
Marston {1992)) for which we had data to update the SP500 composition each month. For the
overlapping period, January 1982-May 1991 the two procedures yield the same average market
risk premium, 6.47%. This suggests that the firms departing from or entering the SP500 index
do so for a number of reasons with no discernable effect on the overall estimated SP500 market
risk premium.

IV.  Changes in the Market Risk Premium Over Time

With changes in the economy and financial markets, equity investments may be
perceived to change in risk. For instance, investor sentiment about future business conditions
likely affects attitudes about the riskiness of equity investments compared to investments in the
bond markets. Moreover, since bonds are risky investments themselves, equity risk premia
(relative to bonds) could change due to changes in perceived riskiness of bonds, even if equities
displayed no shifts in risk.

In earlier work covering the 1982-1991 period, Harris and Marston (1992) reported

regression results indicating that the market premium decreased with the level of government

analysis through 1998 and reached very similar conclusions. At the firm level our expectational estimates of risk
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interest rates and increased with the spread between corporate and government bond yields
(BSPREAD). This bond yield spread was interpreted as a time series proxy for equity risk. We
introduce three additional ex ante measures of risk shown in Table 1: CON, DISP and VOL.
The three measures come from three independent sets of data and are supplied by different
agents in the economy (consumers, equity analysts and investors (via option and share price
data)). Table 4 provides summary data on all four of our risk measures,

Table 5 replicates and updates earlier analysis.” The results confirm the earlier patterns.
For the entire sample period, Panel A shows that risk premia are negatively related to interest
rates. This negative relationship is also true for both the 1980°s and 1990’s as displayed in
Panels B and C. For the entire 1982 to 1998 period, the addition of the yield spread risk proxy to
the regressions lowers the magnitude of the coefficient on government bond yields, as can be
seen by comparing Equations 1 and 2 of Panel A. Furthermore, the coefficient of the yield
spread (0.487) 1s itself significantly positive. This pattern suggests that a reduction in the risk
differential between investment in government bonds and in corporate activity 1s translated into a
lower equity market risk premium.

In major respects, the results in Table 5 parallel earlier findings. The market risk
premium changes over time and appears inversely related to government interest rates but
positively related to the bond yield spread, which proxies for the incremental risk of investing in
equities as opposed to government bonds. One striking feature is the large negative coefficients
on government bond yields. The coefficients indicate the equity risk premium declines by over

70 basis points for a 100 basis point increase in government interest rates.'® This inverse

premia are significantly positively correlated to beta.

* OLS regressions with levels of variables generally showed severe autocorrelation. As a result, we used the Prais-
Winsten method (on levels of variables) and also OLS regressions on first differences of variables. Since both
methods yielded similar results and the latter had more stable coefficients across specifications, we report only the
results using first differences. Tests using Durbin-Watson statistics from regressions in Tables 5 and 6 do not accept
the hypothesis of autocorrelated errors (tests at .01 significance level, see Johnston 1984, pp. 321-3235).

' The Table § coefficients on i are significantly different from —1. 0 suggesting that equity required returns do
respond to interest rate changes. However, the large negative coefficients imply only minor adjustments of required
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relationship suggests much greater stability in equity required returns than is often assumed. For
instance, standard application of the CAPM suggests a one-to-one change in equity returns and
government bond yields.

Table 6 introduces three additional proxies for risk and explores whether these variables,
either individually or collectively, are correlated with the market premium. Since our estimates
of implied volatility start in May 1986, the table shows results for both the entire sample period
and for the period during which we can introduce all variables. Entered individually each of the
three variables is significantly linked to the risk premium with the coefficient having the
expected sign. For instance, in regression (1) the coefficient on CON is -.014 which is
significantly different from zero (t =-3.50). The negative coefficient signals that higher
consumer confidence is linked to a lower market premium. The positive coefficients on VOL
and DISP indicate the equity risk premium increases with both market volatility and
disagreement among analysts. The effects of the three variables appear largely unaffected by
adding other variables. For instance, in regression (4) the coefficients on CON and DISP both
remain significant and are similar in magnitude to the coefficients in single variable regressions.

Even in the presence of the new risk variables, Table 6 shows that the market risk
premium is affected by interest rate conditions. The large negative coefficient on government
bond rates implies large reductions in the equity premium as interest rates rise. One feature of
our data may contribute to the observed negative relationship between the market risk premium
and the level of interest rates. Specifically, if analysts are slow to report updates in their growth
forecasts, changes in our estimated & would not adjust fully with changes in the interest rate even
if the true risk premium were constant. To address the impact of “stickiness” in the measurement

of k, we formed “quarterly” measures of the risk premium which treat £ as an average over the

returns to interest rate changes since the risk premium declines. In earlier work (Harris and Marston (1991)) the
coefficient was significantly negative but not as large in absolute value. In that earlier work we reported results
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quarter. Specifically, we take the value of % at the end of a quarter and subtract from it the
average value of i for the months ending when % is measured. For instance, to form the risk
premium for March 1998 we take the March value of & and subtract the average value of i for
January, February and March. This approach assumes that in March £ still reflects values of g
that have not been updated from the prior two months. We then pair our quarterly measure of
risk premium with the average values of the other variables for the quarter. For instance, the
March 1998 “quarterly” risk premium would be paired with averaged values of BSPREAD over
the January through March period. To avoid overlapping observations for the independent
variables, we use only every third month (March, June, September, December) in the sample.

As reported in Table 7, sensitivity analysis using “quarterly” observations suggests that
delays in updating may be responsible for a portion, but not all, of the observed negative
relationship between the market premium and interest rates. For example, when we use quarterly
observations the coefficient on i in regression (2) of Table 7 is -.527, well below the earlier
estimates but still significantly negative''.

As an additional test, we look at movements in the bond risk premium (BSPREAD).
Since BSPREAD is constructed directly from bond yield data it does not have the potential for
reporting lags that may affect analysts’ growth forecasts. Regression 3 in Table 7 shows
BSPREAD is negatively linked to government rates and significantly s0'?. While the equity
premium need not move in the same pattern as the corporate bond premium, the negative
coefficient on BSPREAD suggests that our earlier results are not due solely to “stickiness” in

measurements of market required returns.

using the Prais-Winsten estimators. When we use that estimation technique and recreate the second regression in
Table 5, the coefficient for i is -.584 (£ = 12.23) for the entire sample period 1982-1993.

' Sensitivity analysis for the 1982-1989 and 1990-1998 subperiods yields results similar to those reported.

12 We thank Bob Conroy for suggesting use of BSPREAD. Regression 3 in Table 7 appears to have autocorrelated
errors: the Durbin-Watson (D'W) statistic rejects the hypothesis of no autocorrelation. However, in subperiod
analysis, the DW statistic for the 1990-98 period is consistent with no autocorrelation and the coefficient on i is
essentially the same (-.24, ¢ = -8.05) as reported in Table 7.
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The results in Table 7 suggest that the inverse relationship between interest rates and the
market risk premium may not be as pronounced as suggested in earlier tables. Still, there
appears to be a significant negative link between the equity risk premium and government
interest rates. The quarterly results in Table 7 would suggest about a 50 basis point change in
risk premium for each 100 basis point movement in interest rates.

Overall, our ex ante estimates of the market risk premium are significantly linked to ex
ante proxies for risk. Such a link suggests that investors modify their required returns in
response to perceived changes in the environment. The findings provide some comfort that our
risk premium estimates are capturing, at least in part, underlying economic changes in the
economic environment. Moreover, each of the risk measures appears to contain relevant
information for investors. The market risk premium is negatively related to the level of
consumer confidence and positively linked to interest rate spreads between corporate and
government debt, disagreement among analysts in their forecasts of earnings growth and the
implied volatility of equity returns as revealed in options data.

I Conclusions

Shareholder required rates of return and risk premia are based on theories about
investors’ expectations for the future. In practice, however, risk premia are typically estimated
using averages of historical returns. This paper applies an alternate approach to estimating risk
premia that employs publicly available expectational data. The resultant average market equity
risk premium over government bonds is comparable in magnitude to long-term differences (1926
to 1998) in historical returns between stocks and bonds. As a result, our evidence does not
resolve the equity premium puzzle; rather, our results suggest investors still expect to receive
large spreads to invest in equity versus debt instruments.

There is strong evidence, however, that the market risk premium changes over time.

Moreover, these changes appear linked to the level of interest rates as well as ex ante proxies for
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risk drawn from interest rate spreads in the bond market, consumer confidence in future
economic conditions, disagreement among financial analysts in their forecasts and the volatility
of equity returns implied by options data. The significant economic links between the market
premium and a wide array of risk variables suggests that the notion of a constant risk premium
over time is not an adequate explanation of pricing in equity versus debt markets.

Our results have implications for practice. First, at least on average, our estimates
suggest a market premium roughly comparable to long-term historical spreads in returns between
stocks and bonds. QOur conjecture is that, if anything, our estimates are on the high side and thus
establish an upper bound on the market premium. Second, our results suggest that use of a
constant risk premium will not fully capture changes in investor return requirements. As a
specific example, our findings indicate that common application of models such as the CAPM
will overstate changes in shareholder return requirements when government interest rates
change. Rather than a one-for-one change with interest rates implied by use of constant risk
premium, our results indicate that equity required returns for average risk stocks likely change by
half (or less) of the change in interest rates. However, the picture is considerably more
complicated as shown by the linkages between the risk premium and other attributes of risk.

Ultimately, our research does not resolve the answer to the question “What is the right
market risk premium?” Perhaps more importantly, our work suggests that the answer is
conditional on a number of features in the economy——not an absolute. We hope that future
research will harness ex ante data to provide additional guidance to best practice in using a

market premium to improve financial decisions.
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Table 1. Variable Definitions

Py

p
BSPREAD

CON

DISP

VOL

Equity required rate return.
Price per share.

Expected dividend per share measured as current indicated annual
dividend from COMPUSTAT multiplied by (1 + g).

Average financial analysts’ forecast of five-year growth rate in earnings
per share (from IBES).

Yield to maturity on long-term U.S. government obligations {source:
Federal Reserve, 30-year constant maturity series).

Equity risk premium calculated as rp =k — 1.
spread between yields on corporate and government bonds, BSPREAD =
yield to maturity on long-term corporate bonds (Moody’s average across

bond rating categories) minus i.

Monthly consumer confidence index reported by the Conference Board
(divided by 100).

Dispersion of analysts’ forecasts at the market level.

Volatility for the SP500 index as implied by options data.




Table 2.
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Bond Market Yields, Equity Required Return, and Equity Risk Premium,

1982-1998

Values are averages of monthly figures in percent. i is the yield to maturity on long-term
government bonds, & is the required return on the SP500 estimated as a value weighted average
using a discounted cash flow model with analysts’ growth forecasts. The risk premium

rp = k—1i. The average of analysts’ growth forecasts is g. Div yield is expected dividend per

share divided by price per share.

Year Div yield g K i rp=k-i
1982 6.89 12.73 19.62 12.76 6.86
1983 5.24 12.60 17.86 11.18 6.67
1984 5.55 12.02 17.57 12.39 5.18
1985 4.97 11.45 16.42 10.79 5.63
1986 4.08 11.05 15.13 7.80 7.34
1987 3.64 11.01 14.65 8.58 6.07
1988 4.27 11.00 15.27 8.96 6.31
1989 3.95 11.08 15.03 8.45 6.58
1990 4.03 11.69 15.72 8.61 7.11
1991 3.64 11.99 15.63 8.14 | 7.50
1992 3.35 12.13 15.47 7.67 7.81
1993 3.15 11.63 14.78 6.60 8.18
1994 3.19 11.47 14.66 7.37 7.29
1995 3.04 11.51 14.55 6.88 7.67
1996 2.60 11.89 14.49 6.70 7.79
1997 2.18 12.60 14.78 6.60 8.17
1998 1.80 R9s 1 5.58 9.17
Average 3.86 11.81 15.67 8.53 7.14
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Table 3. Average Historical Returns on Bonds, Stocks, Bills, and Inflation

in the U.S., 1926-1998

Historical Return Realizations Geometric Arithmetic
Mean Mean
Common Stock (large company) 11.2% 13.2%
Long-term government bonds 5.3% 5.7%
Treasury bills 3.8% 3.8%
Inflation rate 3.1% 3.2%

Source: Ibbotson Associates, Inc., 1999 Stocks, Bonds, Bills and Inflation, 1999

Yearbook.
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Descriptive Statistics on Ex Ante Risk Measures
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Entries are based on monthly data. BSPREAD is the spread between yields on long-term
corporate and government bonds. CON is the consumer confidence index. DISP measures the
dispersion of analysts’ forecasts of earnings growth. VOL is the volatility on the SP500 index
implied by options data. Variables are expressed in decimal form, e.g., 12% = .12.

A, Variable
Monthly Levels
Mean Standard Deviation Minimum Maximum
BSPREAD 0123 0040 0070 0254
CON | 9500 2240 473 1.382
DISP .0349 0070 0285 0687
VOL 1599 0696 0765 6085
B. Variable
Monthly Changes
Mean Standard Deviation Minimum Maximum

BSPREAD -.00001 0011 -.0034 .0036
CON 0030 0549 -.2300 2170
DISP -.00002 0024 -.0160 0154
VOL -.0008 0592 -2156 4081
C. Correlation Coefficients for Monthly Changes

*significantly different from zero at the .05 level
**significantly different from zero at the .01 level

BSPREAD CON DISP VOL

BSPREAD 1.00 -.16* 05 22%%
CON -.16% 1.00 07 -.0%
DISP 05 07 1.00 .03
VOL 22%* -.09 03 1.00




Table 5. Changes in the Market Equity Risk Premium Over Time

The table reports regression coefficients (-values). Regression estimates use all variables
expressed as monthly changes to correct for autocorrelation. The dependent variable is the
market equity risk premium for the SP500 index. BSPREAD is the spread between vields on
long-term corporate and government bonds. The yield to maturity on long-term government
bonds is denoted as i. For purposes of the regression, variables are expressed in decimal form,
e.g., 12% = 12.

Time period Intercept i BSPREAD R

A. 1982-1998  -.0002 -.8696 57
(-1.49) (-16.54)
-.0002 -749 487 59
-1.11) (-11.37) (2.94)

B. 1980’s -.0005 -.887 56
(-1.62) (-10.97)
-.0004 -759 508 57
(-1.24) (-7.42) (1.99)

C. 1990’s -.0000 -840 64
(-0.09) (-13.78)
-.0000 -757 347 65

(0.01) (-9.85) (1.76)




Table 6.

Measures of Risk

The table reports regression coefficients (~values). Regression estimates use all variables
expressed as monthly changes to correct for autocorrelation. The dependent variable is the

Changes in the Market Equity Risk Premium Over Time and Selected

20

market equity risk premtum for the SP500 index. BSPREAD is the spread between yields on
long-term corporate and government bonds. The yield to maturity on long-term government
bonds is denoted as i. CON is the change in consumer confidence index. DISP measures the
dispersion of analysts’ forecasts of earnings growth. VOL is the volatility on the SP500 index
implied by options data. For purposes of the regression, variables are expressed in decimal form,

e.g., 12%=12.

Adj.
Time period Intercept i BSPREAD CON DISP VOL R
A. 1982-1998
(1) 0.0002 -0.014 0.05
(97) {-3.50)
) -0.0001 -0.737 0.453 -0.007 0.60
(-.96) -1131)  (2.76) (-2.48)
(3) 0.0002 0.244 0.02
(78) (2.38)
4 -0,0001 -0.733 0.433 -0.007  0.185 0.62
{--93) -11.49)  (2.69) (277 (3.13)
B. May 1986-1998
(5) 0.0000 -0.821 0.413 -0.005 0376 0.68
{.03) (-11.16)  (2.47) (222) (3.74)
(6) 0.0001 0.011 0.05
(.53) (2.89)
(7) 0.0000 -0.831 0.326 -0.005 0372 0.006 0.69
(.02) (-11.52)  (1.95) (-2.12)  (3.77) (2:66)
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Table 7. Regressions Using Alternate Measures of Risk Premia to Analyze Potential
Effects of Reporting Lags in Analysts’ Forecasts

The table reports regression coefficients (~values). Regression estimates use all variables
expressed as changes (monthly or quarterly) to correct for autocorreclation. BSPREAD is the
spread between yields on long-term corporate and government bonds. #p is the risk premium on
the SP500 index. The yield to maturity on long-term government bonds is denoted as i. For
purposes of the regression, variables are expressed in decimal form, e.g., 12% = .12,

Adj.

Dependent Variable Intercept i BSPREAD R

(1) Equity Risk Premium {rp) -.0002 -.749 487 .59
Monthly Observations (-1.11) (-11.37) (2.94)

(same as Table 5)

(2) Equity Risk Premium (rp) -.0002 -.527 550 .60
“Quarterly” nonoverlapping (-.49) {-6.18) (2.20)
observations to account for

lags in analyst reporting
-.0001 -.247 38
(3) Corporate Bond Spread (BSPREAD) (-1.90) (-11.29)

Monthly Observations
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The Market Risk Premium: Expectational Estimates
Using Analysts’ Forecasts

Abstract

We use expectational data from financial analysts to estimate a market risk premium for
U.S. stocks. Using the SP500 as a proxy for the market portfolio, we find an average market risk
premium of 7.14% above yields on long-term U.S. government bonds over the period 1982-
1998. We also find that this risk premium varies over time and that much of this variation can be
explained by either the level of interest rates or readily available forward-looking proxies for
risk. The market risk premium appears to move inversely with government interest rates
suggesting that required returns on stocks are more stable than interest rates themselves.



The Market Risk Premium: Expectational Estimates
Using Analysts’ Forecasts

The notion of a market risk premium (the spread between investor required returns on
safe and average risk assets) has long played a central role in finance. Tt is a key factor in asset
allocation decisions to determine the portfolio mix of debt and equity instruments. Moreover,
the market risk premium plays a critical role in the Capital Asset Pricing Model (CAPM),
practitioners most widely used means of estimating equity hurdle rates. In recent years, the
practical significance of estimating such a market premium has increased as firms, financial
analysts and investors employ financial frameworks to analyze corporate and investment
performance. For instance, the increased use of Economic Value Added to assess corporate
performance has provided a new impetus for estimating capital costs.

The most prevalent approach to estimating the market risk premium relies on some
average of the historical spread between returns on stocks and bonds.! This choice has some
appealing characteristics but is subject to many arbitrary assumptions such as the relevant period
for taking an average. Compounding the difficuity of using historical returns is the well noted
fact that standard models of consumer choice would predict much lower spreads between equity
and debt returns than have occurred in U.S. markets—the so called equity premium puzzle (see
Welch (1998), Siegel and Thaler (1997}). In addition, theory calls for a forward looking risk

premium that could well change over time.

! Bruner, Eades, Harris and Higgins (1998) provide survey evidence on both textbook advice and practitioner
methods for estimating capital costs. Despite substantial empirical assault, the CAPM continues to play a major role
in applied finance. As testament to the market for cost of capital estimates [bbotson Associates (1998) publishes a

“Cost of Capital Quarterly.”



This paper takes an alternate approach by using expectational data to estimate the market
risk premium. The approach has two major advantages for practitioners. First, it provides an
independent estimate which can be compared to historical averages. At a minimum, this can
help in understanding likely ranges for risk premia. Second, expectational data allow
investigation of changes in risk premia over time. Such time variations in risk premia serve as
important signals from investors that should affect a host of financial decisions.

The paper updates and extends earlier work (Harris (1986), Harris and Marston (1992))
which incorporates financial analysts' forecasts of corporate earnings growth. Updating through
1998 provides an opportunity to see whether changes in the risk premium are in part responsible
for the run up in share prices in the bull market. In addition, we provide new tests of whether
changes in risk premia over time are linked to forward-looking measures of risk. Specifically,
we look at the relationship between the risk premium and four ex-ante measures of risk: the
spread between yields on corporate and government bonds, consumer sentiment about future
economic conditions, the average level of dispersion across analysts as they forecast corporate
earnings and the implied volatility on the SP500 Index derived from options data.

Section [ provides background on the estimation of equity required returns and a brief
discussion of current practice in estimating the market risk premium. In Section II, models and
data are discussed. Following a comparison of the results to historical returns in Section III, we
examine the time-series characteristics of the estimated market premium in Section IV. Finally,
conclusions are offered in Section V.

L. Background

The notion of a “market” required rate of return is a convenient and widely used
construct. Such a rate (%) is the minimum level of expected return necessary to compensate
investors for bearing the average risk of equity investments and receiving dollars in the future

rather than in the present. In general, £ will depend on returns available on alternative



investments (e.g., bonds). To isolate the effects of risk, it is useful to work in terms of a market
risk premium (rp), defined as

rp = k—i, (1)
where / = required return for a zero risk investment.

Lacking a superior alternative, investigators often use averages of historical realizations
to estimate a market risk premium. Bruner et al. (1998) provide recent survey results on best
practices by corporations and financial advisors. While almost all respondents used some
average of past data in estimating a market risk premium, a wide range of approaches emerged.
“While most of our 27 sample companies appear to use a 60+- year historical period to estimate
returns, one cited a window of less than ten years, two cited windows of about ten years, one
began averaging with 1960, and another with 1952 data” (p. 22). Some used arithmetic averages
and some geometric. This historical approach requires the assumptions that past realizations are a
good surrogate for future expectations and, as typically applied, that the risk premium is constant
over time. Carleton and Lakonishok (1985) demonstrate empirically some of the problems with
such historical premia when they are dissaggregated for different time periods or groups of firms.
As Bruner et al (1998) point out, few respondents cited use of expectational data to supplement
or replace historical returns in estimating the market premium.

Survey evidence also shows substantial variation in empirical estimates. When
respondents gave a precise estimate of the market premium, they cited figures from 4 to over 7
percent (Bruner ef al 1998). A quote from a survey respondent highlights the range in practice.
“In 1993, we polled various investment banks and academic studies on the issue as to the
appropriate rate and got anywhere between 2 and 8%, but most were between 6 and 7.4%.”
(Bruner ef al 1998, p. 23). An informal sampling of current practice also reveals large differences
in assumptions about an appropriate market premium. For instance, in a 1999 application of

EVA analysis, Goldman Sachs Investment Research specifies a market risk premium of “3%



from 1994-1997 and 3.5% from 1998-1999E for the S&P Industrials” (Goldman Sachs (1999, p-
59)). At the same time an April 1999 phone call to Stern Stewart revealed that their own
application of EVA typically employed a market risk premium of 6%. In its application of the
CAPM, Ibbotson Associates (1998) uses a market risk premium of 7.8%. Not surprisingly,
academics don’t agree on risk premium either. Welch (1998) surveyed leading financial
economists at major universities. For a 30-year horizon, he found a mean risk premium of
6.12% but a range from 2% to 9% with an interquartile range of 2% (based on 104 responses).

To provide additional insight on estimates of the market premium, we use publicly
available expectational data. This expectational approach employs the dividend growth model
(hereafter referred to as the discounted cash flow or DCF model) in which a consensus measure
of financial analysts’ forecasts (FAF) of earnings is used as a proxy for investor expectations.
Earlier works by Malkiel (1982), Brigham, Vinson, and Shome (1985), Harris (1986) and Harris
and Marston (1992) have used FAF in DCF models®.
IL. Models and Data

We employ the simplest and most commonly used version of the DCF model to estimate
shareholders’ required rate of return, &, as shown in Equation (2);

k= [%J g, @

]
where D = dividend per share expected to be received at time one, Py = current price per share

(time 0), and g = expected growth rate in dividends per share’, A primary difficulty in using the
g p g

* Tbbotson Associates (1998) use a variant of the DCF model with forward-looking growth rates as one means to
estimate cost of equity; however, they do this as a separate technique and not as part of the CAPM. For their CAPM
estimates they use historical averages for the market risk premium. The DCF approach with analysts’ forecasts has
been used frequently in regulatory settings,

* Our methods follow Harris (1986) and Harris and Marston (1992) who provide an overview of earlier research and
a detailed discussion of the approach employed here. For instance, theoretically, i is a risk-free rate, though
empirically its proxy (e.g., yield to maturity on a govemment bond) is only a “least risk” alternative that is itself
subject to risk. They also discuss single versus multistage growth discounted cash flow models and procedures used
in caleulating the expected dividend yield. While the model calls for expected growth in dividends, in the long run,
dividend growth is sustainable only via growth in earnings. As long as payout ratios are not expected to change, the
two growth rates will be the same.



DCF model is obtaining an estimate of g, since it should reflect market expectations of future
performance. This paper uses published FAF of long-run growth in earnings as a proxy for g.
Equation (2) can be applied for an individual stock or any portfolio of companies. We focus
primarily on its application to estimate a market premium as proxied by the SP500.

FAF come from IBES Inc. The mean value of individual analysts’ forecasts of five-year
growth rate in EPS is used as our estimate of g in the DCF model. The five-year horizon is the
longest horizon over which such forecasts are available from TBES and often is the longest
horizon used by analysts. IBES requests “normalized” five-year growth rates from analysts in
order to remove short-term distortions that might stem from using an unusually high or low
earnings year as a base. Growth rates are available on a monthly basis.

Dividend and other firm-specific information come from COMPUSTAT. D is estimated
as the current indicated annual dividend times (1+g). Interest rates (both government and
corporate) are gathered from Federal Reserve Bulletins and Moody’s Bond Record. Table 1
describes key variables used in the study. Data are collected for all stocks in the Standard &
Poor’s 500 stock (SP500) index followed by IBES. Since five-year growth rates are first
available from IBES beginning in 1982, the analysis covers the period from January 1982-
December 1998.

We generally adopt the same approach as used in Harris and Marston (1992). For each
month, a market required rate of return is calculated using each dividend paying stock in the
SP500 index for which data are available. As additional screens for reliability of data, in a given
month we eliminate a firm if there are fewer than three analysts’ forecasts or if the standard
deviation around the mean forecast exceeds 20%. Combined these two screens eliminate fewer
than 20 stocks a month. Later we report on the sensitivity of our results to various screens. The

DCF model in Equation (2) 1s applied to each stock and the results weighted by market value of



equity to produce the market-required return.* The risk premium is constructed by subtracting
the interest rate on government bonds.

For short-term horizons (quarterly and annual), past research (Brown, 1993} finds that on
average analysts’ forecasts are overly optimistic compared to realizations. However, recent
research on quarterly horizons (Brown, 1997) suggests that analysts' forecasts for SP500 firms
do not have an optimistic bias for the period 1993-1996. There is very little research on the
properties of five-year growth forecasts, as opposed to shorter horizon predictions.” Any
analysts' optimism is not necessarily a problem for our analysis. If investors share analysts’
views, our procedures will still yield unbiased estimates of required returns and risk premia. In
light of the possible bias, however, we interpret our estimates as “upper bounds” for the market
j)remium.

To. broaden our exploration, we tap four very different sources to create ex ante measures
of equity risk at the market level. The first proxy comes from the bond market and is calculated
as the spread between corporate and government bond yields (BSPREAD). The rationale is that
increases in this spread signal investors® perceptions of increased riskiness of corporate activity
that would be translated to both debt and equity owners. The second measure, CON, is the
consumer confidence index reported by the Conference Board at the end of the month. While
the reported index tends to be around 100, we rescale CON as the actual index divided by 100.

We also examined use of CON as of the end of the prior month; however, in regression analysis

* We weighted 1998 results by year-end 1997 market values since our monthly data on market value did not extend
through this period. Since we did not have data on firm-specific dividend yields for the Jast four months of 1998, we
estimated the market dividend yield for these months using the dividend yield reported in the Wall Street Journal
scaled by the average ratio of this figure to the dividend yield for our sample as calculated in the first eight months
of 1998. We then made adjustments using growth rates from IBES to calculate the market required return. We also
estimated results using an average dividend yield for the month which employed the average of the price at the end
of the current and prior months. These average dividend yield measures led to essentially the same regression
coefficients as those reported later in the paper but introduced significant serial correlation in some regressions
(Durbin-Watson statistics significantly different from 2.0 at the .01 level).

* To our knowledge, the only studies of possible bias in analysts’ five-year growth rates are Boebel (1991) and
Boebel, Harris and Gultekin (1993). They both find evidence of optimism in IBES growth forecasts. In the most
thorough study to date, Boebel (1991) reports that this bias seems to be getting smaller over time. His forecast data
do not extend into the 1990°s.



this lagged measure was generally not statistically significant in explaining the level of the
market risk premiumﬁ. The third measure, DISP, measures the dispersion of analysts’ forecasts.
Such analyst disagreement should be positively related to perceived risk since higher levels of
uncertainty would likely generate a wider distribution of earnings forecasts for a given firm.
DISP is calculated as the equally weighted average of firm-specific standard deviations for each
stock in the SP300 covered by IBES. The firm-specific standard deviation is calculated based on
the dispersion of individual analysts’ growth forecasts around the mean of individual forecasts
for that company in that month. Our final measure, VOL, is the implied volatility on the SP500
index. As of the beginning of the month, we use a dividend adjusted Black Scholes Formula to
estimate the implied volatility in the SP500 index option contract which expires on the third
Friday of the month. The call premium, exercise price and the level of the SP500 index are taken
from the Wall Street Journal and treasury vields come from the Federal Reserve. Dividend yield
comes from DRI. We use the option contract that is closest to being at the money.
III.  Estimates of the Market Premium

Table 2 reports both required returns and risk premia by year (averages of monthly data).
The results are quite consistent with the patterns reported earlier (e.g., Harris and Marston,
1992). The estimated risk premia ére positive, consistent with equity owners demanding
additional rewards over and above returns on debt securities. The average expectational risk
premium (1982 to 1998) over government bonds is 7.14%, slightly higher than the 6.47%
average for 1982 to 1991 reported earlier (Harris and Marston, 1992). For comparison purposes,

Table 3 contains historical returns and risk premia. The average expectational risk premium

® We examined two other proxies for Consumer Confidence. The Conference Board’s Consumer Expectations
Index yielded essentially the same results as those reported. The University of Michigan’s Consumer Sentiment
Indices tended to be less significantly linked to the market risk premium though coefficients were still negative.



reported in Table 2 is approximately equal to the arithmetic (7.5%) long-term differential
between returns on stocks and long-term government bonds.”

Table 2 shows the estimated risk premium changes over time, suggesting changes in the
market's perception of the incremental risk of investing in equity rather than debt securities.
Scanning the next to last column of Table 2, the risk premium is higher in the 1990’s than earlier
and especially so in late 1997 and 1998. Our DCF results provide no evidence to support the
notion of a declining risk premium in the 1990°s as a driver of the strong run up in equity prices.

A striking feature in Table 2 is the relative stability of our estimates of k. After dropping
(along with interest rates) in the early and mid-1980’s, the average annual value of £ has
remained within a 75 basis point range around 15 percent for over a decade. Moreover, this
stability arises despite some variability in the underlying dividend yield and growth components
of k as Table 2 illustrates. The results suggest that & is more stable than government interest
rates. Such relative stability of £ translates into parallel changes in the market risk premium. In
a subsequent section, we examine whether changes in our market risk premium estimates appear
linked to interest rate conditions and a number of proxies for risk®.

We explored the sensitivity of our results to our screening procedures in selecting
companies. Qur reported results screen out all non-dividend paying stocks on the premise that
use of the DCF model is inappropriate in such cases. The dividend screen eliminates an average
of 55 companies per month. In a given month, we also screen out firms with fewer than three
analysts’ forecasts, or if the standard deviation around the mean forecast exceeds 20%. When

we repeated our analysis without any of the screens, the average risk premium over the sample

7 Interestingly, for the 1982-1996 period the arithmetic spread between large company stocks and long-term
government bonds was only 3.3% per year. The downward trend in interest rates resulted in average annual returns
of 14.1% on long-term government bonds over this horizon. Seme (e.g., [bbotson, 1997) argue that only the income
(not total) return on bonds should be subtracted in calculating risk premia.

# Althou gh our focus is on the market risk premium, in earlier work (Harris and Marston (1992), Marston, Harris
and Crawford (1993)), we examined the cross-sectional link between expectational equity risk premia at the firm
level and beta and found a significant positive correlation. For comparative purposes, we replicated and updated that



period increased by only 40 basis points, from 7.14% to 7.54%. We also estimated the beta of
our sample firms and found the sample average to be one, suggesting that our screens do not
systematically remove low or high-risk firms. Specifically, using firms in our screened sample
as of December 1997 (the last date for which we had CRSP return data), we used ordinary least
squares regressions to estimate beta for each stock using the prior sixty months of data and the
CRSP return (SPRTRN) as the market index. The value-weighted average of the individual
betas was 1.00.

In the results reported here we use firms in the SP500 as reported by COMPUSTAT in
September 1998 which could create a survivorship bias, especially in the earlier months of our
sample. We compared our current results to those obtained in our earlier work (Harris and
Marston {1992)) for which we had data to update the SP500 composition each month. For the
overlapping period, January 1982-May 1991 the two procedures yield the same average market
risk premium, 6.47%. This suggests that the firms departing from or entering the SP500 index
do so for a number of reasons with no discernable effect on the overall estimated SP500 market
risk premium.

IV.  Changes in the Market Risk Premium Over Time

With changes in the economy and financial markets, equity investments may be
perceived to change in risk. For instance, investor sentiment about future business conditions
likely affects attitudes about the riskiness of equity investments compared to investments in the
bond markets. Moreover, since bonds are risky investments themselves, equity risk premia
(relative to bonds) could change due to changes in perceived riskiness of bonds, even if equities
displayed no shifts in risk.

In earlier work covering the 1982-1991 period, Harris and Marston (1992) reported

regression results indicating that the market premium decreased with the level of government

analysis through 1998 and reached very similar conclusions. At the firm level our expectational estimates of risk
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interest rates and increased with the spread between corporate and government bond yields
(BSPREAD). This bond yield spread was interpreted as a time series proxy for equity risk. We
introduce three additional ex ante measures of risk shown in Table 1: CON, DISP and VOL.
The three measures come from three independent sets of data and are supplied by different
agents in the economy (consumers, equity analysts and investors (via option and share price
data)). Table 4 provides summary data on all four of our risk measures,

Table 5 replicates and updates earlier analysis.” The results confirm the earlier patterns.
For the entire sample period, Panel A shows that risk premia are negatively related to interest
rates. This negative relationship is also true for both the 1980°s and 1990’s as displayed in
Panels B and C. For the entire 1982 to 1998 period, the addition of the yield spread risk proxy to
the regressions lowers the magnitude of the coefficient on government bond yields, as can be
seen by comparing Equations 1 and 2 of Panel A. Furthermore, the coefficient of the yield
spread (0.487) 1s itself significantly positive. This pattern suggests that a reduction in the risk
differential between investment in government bonds and in corporate activity 1s translated into a
lower equity market risk premium.

In major respects, the results in Table 5 parallel earlier findings. The market risk
premium changes over time and appears inversely related to government interest rates but
positively related to the bond yield spread, which proxies for the incremental risk of investing in
equities as opposed to government bonds. One striking feature is the large negative coefficients
on government bond yields. The coefficients indicate the equity risk premium declines by over

70 basis points for a 100 basis point increase in government interest rates.'® This inverse

premia are significantly positively correlated to beta.

* OLS regressions with levels of variables generally showed severe autocorrelation. As a result, we used the Prais-
Winsten method (on levels of variables) and also OLS regressions on first differences of variables. Since both
methods yielded similar results and the latter had more stable coefficients across specifications, we report only the
results using first differences. Tests using Durbin-Watson statistics from regressions in Tables 5 and 6 do not accept
the hypothesis of autocorrelated errors (tests at .01 significance level, see Johnston 1984, pp. 321-3235).

' The Table § coefficients on i are significantly different from —1. 0 suggesting that equity required returns do
respond to interest rate changes. However, the large negative coefficients imply only minor adjustments of required
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relationship suggests much greater stability in equity required returns than is often assumed. For
instance, standard application of the CAPM suggests a one-to-one change in equity returns and
government bond yields.

Table 6 introduces three additional proxies for risk and explores whether these variables,
either individually or collectively, are correlated with the market premium. Since our estimates
of implied volatility start in May 1986, the table shows results for both the entire sample period
and for the period during which we can introduce all variables. Entered individually each of the
three variables is significantly linked to the risk premium with the coefficient having the
expected sign. For instance, in regression (1) the coefficient on CON is -.014 which is
significantly different from zero (t =-3.50). The negative coefficient signals that higher
consumer confidence is linked to a lower market premium. The positive coefficients on VOL
and DISP indicate the equity risk premium increases with both market volatility and
disagreement among analysts. The effects of the three variables appear largely unaffected by
adding other variables. For instance, in regression (4) the coefficients on CON and DISP both
remain significant and are similar in magnitude to the coefficients in single variable regressions.

Even in the presence of the new risk variables, Table 6 shows that the market risk
premium is affected by interest rate conditions. The large negative coefficient on government
bond rates implies large reductions in the equity premium as interest rates rise. One feature of
our data may contribute to the observed negative relationship between the market risk premium
and the level of interest rates. Specifically, if analysts are slow to report updates in their growth
forecasts, changes in our estimated & would not adjust fully with changes in the interest rate even
if the true risk premium were constant. To address the impact of “stickiness” in the measurement

of k, we formed “quarterly” measures of the risk premium which treat £ as an average over the

returns to interest rate changes since the risk premium declines. In earlier work (Harris and Marston (1991)) the
coefficient was significantly negative but not as large in absolute value. In that earlier work we reported results
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quarter. Specifically, we take the value of % at the end of a quarter and subtract from it the
average value of i for the months ending when % is measured. For instance, to form the risk
premium for March 1998 we take the March value of & and subtract the average value of i for
January, February and March. This approach assumes that in March £ still reflects values of g
that have not been updated from the prior two months. We then pair our quarterly measure of
risk premium with the average values of the other variables for the quarter. For instance, the
March 1998 “quarterly” risk premium would be paired with averaged values of BSPREAD over
the January through March period. To avoid overlapping observations for the independent
variables, we use only every third month (March, June, September, December) in the sample.

As reported in Table 7, sensitivity analysis using “quarterly” observations suggests that
delays in updating may be responsible for a portion, but not all, of the observed negative
relationship between the market premium and interest rates. For example, when we use quarterly
observations the coefficient on i in regression (2) of Table 7 is -.527, well below the earlier
estimates but still significantly negative''.

As an additional test, we look at movements in the bond risk premium (BSPREAD).
Since BSPREAD is constructed directly from bond yield data it does not have the potential for
reporting lags that may affect analysts’ growth forecasts. Regression 3 in Table 7 shows
BSPREAD is negatively linked to government rates and significantly s0'?. While the equity
premium need not move in the same pattern as the corporate bond premium, the negative
coefficient on BSPREAD suggests that our earlier results are not due solely to “stickiness” in

measurements of market required returns.

using the Prais-Winsten estimators. When we use that estimation technique and recreate the second regression in
Table 5, the coefficient for i is -.584 (£ = 12.23) for the entire sample period 1982-1993.

' Sensitivity analysis for the 1982-1989 and 1990-1998 subperiods yields results similar to those reported.

12 We thank Bob Conroy for suggesting use of BSPREAD. Regression 3 in Table 7 appears to have autocorrelated
errors: the Durbin-Watson (D'W) statistic rejects the hypothesis of no autocorrelation. However, in subperiod
analysis, the DW statistic for the 1990-98 period is consistent with no autocorrelation and the coefficient on i is
essentially the same (-.24, ¢ = -8.05) as reported in Table 7.
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The results in Table 7 suggest that the inverse relationship between interest rates and the
market risk premium may not be as pronounced as suggested in earlier tables. Still, there
appears to be a significant negative link between the equity risk premium and government
interest rates. The quarterly results in Table 7 would suggest about a 50 basis point change in
risk premium for each 100 basis point movement in interest rates.

Overall, our ex ante estimates of the market risk premium are significantly linked to ex
ante proxies for risk. Such a link suggests that investors modify their required returns in
response to perceived changes in the environment. The findings provide some comfort that our
risk premium estimates are capturing, at least in part, underlying economic changes in the
economic environment. Moreover, each of the risk measures appears to contain relevant
information for investors. The market risk premium is negatively related to the level of
consumer confidence and positively linked to interest rate spreads between corporate and
government debt, disagreement among analysts in their forecasts of earnings growth and the
implied volatility of equity returns as revealed in options data.

I Conclusions

Shareholder required rates of return and risk premia are based on theories about
investors’ expectations for the future. In practice, however, risk premia are typically estimated
using averages of historical returns. This paper applies an alternate approach to estimating risk
premia that employs publicly available expectational data. The resultant average market equity
risk premium over government bonds is comparable in magnitude to long-term differences (1926
to 1998) in historical returns between stocks and bonds. As a result, our evidence does not
resolve the equity premium puzzle; rather, our results suggest investors still expect to receive
large spreads to invest in equity versus debt instruments.

There is strong evidence, however, that the market risk premium changes over time.

Moreover, these changes appear linked to the level of interest rates as well as ex ante proxies for
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risk drawn from interest rate spreads in the bond market, consumer confidence in future
economic conditions, disagreement among financial analysts in their forecasts and the volatility
of equity returns implied by options data. The significant economic links between the market
premium and a wide array of risk variables suggests that the notion of a constant risk premium
over time is not an adequate explanation of pricing in equity versus debt markets.

Our results have implications for practice. First, at least on average, our estimates
suggest a market premium roughly comparable to long-term historical spreads in returns between
stocks and bonds. QOur conjecture is that, if anything, our estimates are on the high side and thus
establish an upper bound on the market premium. Second, our results suggest that use of a
constant risk premium will not fully capture changes in investor return requirements. As a
specific example, our findings indicate that common application of models such as the CAPM
will overstate changes in shareholder return requirements when government interest rates
change. Rather than a one-for-one change with interest rates implied by use of constant risk
premium, our results indicate that equity required returns for average risk stocks likely change by
half (or less) of the change in interest rates. However, the picture is considerably more
complicated as shown by the linkages between the risk premium and other attributes of risk.

Ultimately, our research does not resolve the answer to the question “What is the right
market risk premium?” Perhaps more importantly, our work suggests that the answer is
conditional on a number of features in the economy——not an absolute. We hope that future
research will harness ex ante data to provide additional guidance to best practice in using a

market premium to improve financial decisions.
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Table 1. Variable Definitions

Py

p
BSPREAD

CON

DISP

VOL

Equity required rate return.
Price per share.

Expected dividend per share measured as current indicated annual
dividend from COMPUSTAT multiplied by (1 + g).

Average financial analysts’ forecast of five-year growth rate in earnings
per share (from IBES).

Yield to maturity on long-term U.S. government obligations {source:
Federal Reserve, 30-year constant maturity series).

Equity risk premium calculated as rp =k — 1.
spread between yields on corporate and government bonds, BSPREAD =
yield to maturity on long-term corporate bonds (Moody’s average across

bond rating categories) minus i.

Monthly consumer confidence index reported by the Conference Board
(divided by 100).

Dispersion of analysts’ forecasts at the market level.

Volatility for the SP500 index as implied by options data.




Table 2.
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Bond Market Yields, Equity Required Return, and Equity Risk Premium,

1982-1998

Values are averages of monthly figures in percent. i is the yield to maturity on long-term
government bonds, & is the required return on the SP500 estimated as a value weighted average
using a discounted cash flow model with analysts’ growth forecasts. The risk premium

rp = k—1i. The average of analysts’ growth forecasts is g. Div yield is expected dividend per

share divided by price per share.

Year Div yield g K i rp=k-i
1982 6.89 12.73 19.62 12.76 6.86
1983 5.24 12.60 17.86 11.18 6.67
1984 5.55 12.02 17.57 12.39 5.18
1985 4.97 11.45 16.42 10.79 5.63
1986 4.08 11.05 15.13 7.80 7.34
1987 3.64 11.01 14.65 8.58 6.07
1988 4.27 11.00 15.27 8.96 6.31
1989 3.95 11.08 15.03 8.45 6.58
1990 4.03 11.69 15.72 8.61 7.11
1991 3.64 11.99 15.63 8.14 | 7.50
1992 3.35 12.13 15.47 7.67 7.81
1993 3.15 11.63 14.78 6.60 8.18
1994 3.19 11.47 14.66 7.37 7.29
1995 3.04 11.51 14.55 6.88 7.67
1996 2.60 11.89 14.49 6.70 7.79
1997 2.18 12.60 14.78 6.60 8.17
1998 1.80 R9s 1 5.58 9.17
Average 3.86 11.81 15.67 8.53 7.14
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Table 3. Average Historical Returns on Bonds, Stocks, Bills, and Inflation

in the U.S., 1926-1998

Historical Return Realizations Geometric Arithmetic
Mean Mean
Common Stock (large company) 11.2% 13.2%
Long-term government bonds 5.3% 5.7%
Treasury bills 3.8% 3.8%
Inflation rate 3.1% 3.2%

Source: Ibbotson Associates, Inc., 1999 Stocks, Bonds, Bills and Inflation, 1999

Yearbook.
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Descriptive Statistics on Ex Ante Risk Measures
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Entries are based on monthly data. BSPREAD is the spread between yields on long-term
corporate and government bonds. CON is the consumer confidence index. DISP measures the
dispersion of analysts’ forecasts of earnings growth. VOL is the volatility on the SP500 index
implied by options data. Variables are expressed in decimal form, e.g., 12% = .12.

A, Variable
Monthly Levels
Mean Standard Deviation Minimum Maximum
BSPREAD 0123 0040 0070 0254
CON | 9500 2240 473 1.382
DISP .0349 0070 0285 0687
VOL 1599 0696 0765 6085
B. Variable
Monthly Changes
Mean Standard Deviation Minimum Maximum

BSPREAD -.00001 0011 -.0034 .0036
CON 0030 0549 -.2300 2170
DISP -.00002 0024 -.0160 0154
VOL -.0008 0592 -2156 4081
C. Correlation Coefficients for Monthly Changes

*significantly different from zero at the .05 level
**significantly different from zero at the .01 level

BSPREAD CON DISP VOL

BSPREAD 1.00 -.16* 05 22%%
CON -.16% 1.00 07 -.0%
DISP 05 07 1.00 .03
VOL 22%* -.09 03 1.00




Table 5. Changes in the Market Equity Risk Premium Over Time

The table reports regression coefficients (-values). Regression estimates use all variables
expressed as monthly changes to correct for autocorrelation. The dependent variable is the
market equity risk premium for the SP500 index. BSPREAD is the spread between vields on
long-term corporate and government bonds. The yield to maturity on long-term government
bonds is denoted as i. For purposes of the regression, variables are expressed in decimal form,
e.g., 12% = 12.

Time period Intercept i BSPREAD R

A. 1982-1998  -.0002 -.8696 57
(-1.49) (-16.54)
-.0002 -749 487 59
-1.11) (-11.37) (2.94)

B. 1980’s -.0005 -.887 56
(-1.62) (-10.97)
-.0004 -759 508 57
(-1.24) (-7.42) (1.99)

C. 1990’s -.0000 -840 64
(-0.09) (-13.78)
-.0000 -757 347 65

(0.01) (-9.85) (1.76)




Table 6.

Measures of Risk

The table reports regression coefficients (~values). Regression estimates use all variables
expressed as monthly changes to correct for autocorrelation. The dependent variable is the

Changes in the Market Equity Risk Premium Over Time and Selected
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market equity risk premtum for the SP500 index. BSPREAD is the spread between yields on
long-term corporate and government bonds. The yield to maturity on long-term government
bonds is denoted as i. CON is the change in consumer confidence index. DISP measures the
dispersion of analysts’ forecasts of earnings growth. VOL is the volatility on the SP500 index
implied by options data. For purposes of the regression, variables are expressed in decimal form,

e.g., 12%=12.

Adj.
Time period Intercept i BSPREAD CON DISP VOL R
A. 1982-1998
(1) 0.0002 -0.014 0.05
(97) {-3.50)
) -0.0001 -0.737 0.453 -0.007 0.60
(-.96) -1131)  (2.76) (-2.48)
(3) 0.0002 0.244 0.02
(78) (2.38)
4 -0,0001 -0.733 0.433 -0.007  0.185 0.62
{--93) -11.49)  (2.69) (277 (3.13)
B. May 1986-1998
(5) 0.0000 -0.821 0.413 -0.005 0376 0.68
{.03) (-11.16)  (2.47) (222) (3.74)
(6) 0.0001 0.011 0.05
(.53) (2.89)
(7) 0.0000 -0.831 0.326 -0.005 0372 0.006 0.69
(.02) (-11.52)  (1.95) (-2.12)  (3.77) (2:66)
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Table 7. Regressions Using Alternate Measures of Risk Premia to Analyze Potential
Effects of Reporting Lags in Analysts’ Forecasts

The table reports regression coefficients (~values). Regression estimates use all variables
expressed as changes (monthly or quarterly) to correct for autocorreclation. BSPREAD is the
spread between yields on long-term corporate and government bonds. #p is the risk premium on
the SP500 index. The yield to maturity on long-term government bonds is denoted as i. For
purposes of the regression, variables are expressed in decimal form, e.g., 12% = .12,

Adj.

Dependent Variable Intercept i BSPREAD R

(1) Equity Risk Premium {rp) -.0002 -.749 487 .59
Monthly Observations (-1.11) (-11.37) (2.94)

(same as Table 5)

(2) Equity Risk Premium (rp) -.0002 -.527 550 .60
“Quarterly” nonoverlapping (-.49) {-6.18) (2.20)
observations to account for

lags in analyst reporting
-.0001 -.247 38
(3) Corporate Bond Spread (BSPREAD) (-1.90) (-11.29)

Monthly Observations
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| One of the most widely used concepts in finance is that
sharehelders require a risk premium over bond yields to
bear the additional risks of equity investments. While
madels such as the two-parameter capital asset pricing
model (CAPM) or arbilrage pricing theory offer explicit
methods for varving risk premia across securitles, the
models are invariably linked to some underlying marked
{or factor-specific) risk premium. Unfortunately, the theo-
retical models provide limited practical advice on cstab-
lishing empirical estimates of such a benchmark market
risk premium. As a resull, the typical advice to practition-
ers is to cstimate the market risk premium based on histor-
ical realizations of share and bond returns (sec Brealeyv and
Myers [3]).

In this paper, we present esiimates of shareholder re-
quired rates of return and risk premia which are derived

Thanks go to Ed Bachmann, Bil Cardeton, Pete Crawtord, and Steve
(sbom Lor thelr ansistunce on carllor research 0 this area. We thumk Bell
Atbaniic for supplying data for this project, Finaneial support from the
Darden Sponsors and from ihe Associates Program sl i Mcelntire School
of Commaerce 1s gratetully acknowledged.

using forward-looking analysts’ growth forecasts. We up-
datc, through 1991, earlier work which, duc to data avail-
ability, was restricted to the period 1982-1984 (Harris
[12]}). Using stronger tests, we also reexaming the efficacy
of using such an expectational approach as an aliemative
to the use of historical averages. Using the S&P 500 as a
proxy for the mtarket portfolio, we find an average market
risk premiom {1982-1991) of 6.47% above yields on long-
term LS. government bonds and 3.13%: above yields on
corporate bonds. We also find ihat required returns for
individual stocks vary direetly with their visk (as proxied
by beta) and that the maiket risk premiom varics over time,
In particular, the equity markel premium over government
bond vields is higher in low interest rate environments and
when there is a larger spread between corporate and gov-
ernment bond yields. These findings show that, in addition
to filling the theoretical requirement of being forward-
looking, the utilization of analysts” forecasts in estimating
retumm requircments provides reasonable empincal results
that can be vuseful in practical applicalions.

Section [ provides background on the estimation of
cquity requited returns and a brief discussion of related
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literature on linancial analysts” forecasts (FAF). [n Section
IL. models and data are discussed. Lollowing a comparison
of the resubts 1o historical 0sk premia, the estimates are
subjected to economic tests of both their time-serigs and
cross-scerional characteristics in Scetion I Finally. con-
clusions are offered in Scction TV,

|. Background and Literature Review

In establishing economic criteria lor resource alkoca-
ton, it is oficn convenient w use the notion of a
sharcholder’s required cate of return. Such a rate (£) is the
minimum level ol expected return necessary to compens-
ate the investor for bearing risks and receiving dollars in
the future rather than in the present, In general. & will
depend on retumns available on allernative investmenls
(e.g.. bonds ar other equities) and the riskiness of the stock.
To isolate the elfects of risk, it is useful to work in terms
of a risk premium (rp), defined as

=k il

where § = required returm for a zero risk investment.!

Lacking a superiar alternative, investigators olten use
averapes of mistorical realizations o estimalte a beuchmark
“market” risk premium which then may be adjusted tfor the
relative risk ol individual stocks (e.g.. using the CAPM or
a variam). The histoncal stedies of Ibbotson Associates
[13] ha}}-’e been used frequently o hnplement this ap-
proach.” This historical approach requires the assumptions
that past realizations arc a good surrogate for luture expec-
Lations and. as typically applied, that risk premia are con
stanl over thne, Carleton and Lakonishok [5] demenstrate
empirically seme of the problemns with such historical
premia when they are disaggregaled for ditfercnt time
periods or groups of firms.

As an alternative W istorical estimates, the current
paper derives esiimates of £, and hence, implied values of
rp. using publicly available expectational data. This ex-
pectational approach eimploys the dividend growth model
{hercalter referred 10 as the discounted cash (low or DCIF
model) in which a consensus measure ol financial analysts’
forecasts (FAT) of carnings is used ax a proxy for investor
expectations. Carlier works by Malkicl {17]. Brigham.

"Theorctically. s arish-rec rate, theugh empirically i prosy (.o, vigld
Lo fmaturity on @ povernowent bondd is anly a “least visk™ alternative that
i isell subject 1o risk. In this developument. the elfocid of lax codes on
reyuired retuens aie ignored,

IMany feading exts in [nancial management use such historical risk
Prewnia o eslimade s markes retum, Sec, for example. Broaduy and Myers
[34 Qlien a market risk proroivi is adjisted for the obseraed relarive risk

ot a stk

Copyright © 2001, All Rights Reserved.
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Vinson, and Shome |4, and Harris [12]| have used FAF in
DCF models, and this approach bas been employed in
regulatory sctlings (sce Harris [12]) and suggesicd by
consullants as an altemative o use ot historical data (¢.g..
Ibbotson Associates | 13, pp. 127, 128]) Unforimately. the
published studies use data extending to 1984 at the latest.
Ourpaperdraws on this earlier work butextends it through
19917 Our work is closest to that done by Harris | 12], who
reviews literalure showing a strong link between equity
prices and FAF and supporting ihe vse of FAF as a proxy
for investor cxpectations, Using data [rom 1982 w0 1984,
Harris™ results suggest that this expectational approach ta
estimating equity risk prentia is un encouraging slternative
1o the use ol historical averages. e also demonstrates that
such risk premia vary both cross-sectionally with the risk-
iness of individual stocks and over time with financial
markael conditions.

Il. Models and Data

A. Model for Estimation

The simiplest and miost commonly used version of the
DCFE model to estimate shareholders’ required rute of
return, &, 18 shown in BEquation (2):

where £ = dividend per share expected to be received at
time one, Py = current price per share (time 0), and g =
gxpected growth rate in dividends per share. The hmits
tions ol this model are well known, and it is straightfor-
ward (0 derive expressions for 4 based on more general
specifications of the DCF model ® The primary difficulty
inusing the DCE model is obtaining an estimate of ¢, since
it should reflect market cxpectations ol [ulure perfor-

e Hurris [12] Tor o discussion of the garlier work and a detaled
discussion ol the approach cmployed here,

T Asstated. Bquation 12) reguires expectations of cither an infinite hoiron
at dividend grenwth al a saie yoor a finite horizon of dividend growth al
rike g and specind assumptions ahoat the price of te stock at e ol of
that horizon. Essentially, the assiniption mnst ensire that the suek prics
wrows ut i cepound fate of goover e lnite horizon. One could
altenmatively estimale a nonconstamt growth mode!, although the proxics
Tor multistage growth rates we even more difficult 1o obiain than single
stage growth estimates. Marston, Harriz, and Crwelund [19] eamine
publicly available dala from [982-1985 and {ind that plasible measures
of risk ae more chisely refated o expeeted returiy derives] oo o
comstant prowlh model than to those duerived from noltisfage growth
mteddets, These findines illustraw: empirical ditficaltics in fonding cmpir-
icul proxies Tor multistage growih models Lor Jarge samiples.
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mance. Without a ready source [or measuring such expec-
tations, application of the DCF mode] is fraught with
difliculties. This puper uses published FAI of long-run
growth in earmings as a proxy ftor g.

B. Data

FAF for this research come [tom IBES (Institutional
Broker’s Estimaic System), which is a product of Lynch,
Jones, and Rvan. a major brokerage tirm. Representative
of industry practice, TBES contains estimates of () EPS for
the upcoming fiscal years (up to five separate years), and
() a five-year growth rate in EPS. Each ilem is available
at Toonthly ucrvals.

The mean value of individual analysts™ forecasts of
tive-year growth rate in EPS will be used as a proxy for g
in the DCF modcl.® The five-year horizon is the longest
horizon over which such forecasts are available Irom IBES
and offen is the longest horizon used by analysts. IBES
requests “normalized”™ five-year growth rates from ana-
Iysts in order to remove short-term distortions that might
stem fraom using an unusually high or low earnings year as
a base.

Dividend and other firm-specific information come
from COMPUSTAT. lnwerest rates (both government and
corporale) are guthered from Federal Reserve Bulleting
and Mondv's Bond Record. Exhibit 1 describes key vari-
ahles used in the study. Data collected cover all dividend
paying stocks in the Standard & Poor’s 500 stock (S&P
500) index, plus approximately 100 additional stocks of
regulated companies. Since five-vear growth rates are first
available from IBES beginning in 1982, the analysis cov-
ers the 113-month period from January 1982 to May 1991,

lll. Risk Premia and Required Rates
of Return

A. Construction of Risk Premia

For each month, a “market” required rate of return is
caleulated using each dividend paying stock in the S&P
500 index for which data arc available. The DCFmodel in

Hurris [12] provides a discussion of [BES data and its Jimitations, Tn
mide rerent years, TBES has begun colleeting forecasts for cach of the
next five years. Since this work was compleied, the FAF vsed here have
beeome available frore IBES Inc., now a subsidiary of Citi Bank.
“9vhile the model calls for expected growth in dividends, no source of
data on such projections is readily available, [n addition. in the long run.
dividend growth is susrainable only via grow(h in camings. As long as
puyoul ratios are nol expected to change, the two prowth mies will be the
same.

-

Exhibit 1. Variable Definitions

k= Tyuity required ratc of returmn.
Py = Average daily price per share.
D = Expected dividend per share measured as current

indicated annual dividend from COMPUSTAT
multiplicd by (1 + g)."

g = Average hnancial analysts” [orccast of fve-yvear
growth rate in earnings per share (from IBTZS).
i, = Yield to maturity on long-ferm L5, govermment

obligations {source: Federul Reserve Bulletin,
constant matuety series).

i. = Yield to maturity von long-lerm corporate bonds:
Moody's average.b
rpp = Tquity risk premium calculated as rp = £ - 1.
B = bew calculated from CRSP monthly data over
60 months.
Nores:

ee foolnote 7 for a discussion of the (1 + &) adjustment,

UThe average corporate bomed yield across bond rating categories is
reported by Moudy's. Sec Moody's Bond Survey for a bricf description
and the latesl published list of Bonds included in the bond rating catcgo-
rcs.

Equation (2) is applied to cach stock and the resulss
weighted by market value of equity to produce the market
required return.” The retom is converted to a tisk premium

"The construction of D | is controversial since dividends are paid quarterly
and may be expected o change during the year: whereas, Eguation (2),
as 18 tvpical, is being apphied o annual data, Both the quarerly payment
al dividenids {due to invesiors’ reinvestment income before year’s ond,
see Linke and Zumwalt [15]} and any growth dizring rhe vear reguice an
upward adjustment of the current annual rate of dividends o construct
Dy quarteely dividends grow at & constant rale, hoth factors could be
wecommodated straiphtforwardly by appiving Equalion (2) to quarterly
data with a guarterly growth rate and then anmualizing the estimared
quarterly reguired return,. Unfortonately, with lompy changes in divi-
dends, the precise nature of the adjustment depends on both an indivicdual
company”s pattern of growth during the calendar year and an individuoat
company s required returm (and hence reinvestinent income in the risk
class).

In this work, {2 is culculated as Iy (1 + 2). The full g adjustrent is a
crude upproximation t adjust for beth growth and reinvestment income.
For example, if one cxpecled dividends 1o have been raised. on average,
six momhs ago, o U2 g7 adjusiment would ullw for growth, and the
remaining *1,/2 2" would be justified on the basis of reinvestment income,
Amy precise nccounting for both reinvesiment income and growth would
regquire tracking cach company’s dividend change history and making
eaplicil judgments about the quarter of the next change. Since no organ-
ized “market” forecast of such a detailed nature cxists, such & procedure
is not possible, To get a feel for the magnitudes involved, during the
sample period the dividend yield {(43/#,) and growth {markel value
welghted) for the S&P 300 were typicallv 4% tw 6% and 11% 10 13%,
respectively. As g result, a “full g adjustment on average micreases the
required rerurn by 6010 70 baxsis points {relarive to no g adjusiment).

OPC 002757
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Exhibit 2. Bond Market Yields, Equity Required Retumn, and Equity Risk Premiunt.® [982-199 |

FINANCIAL MANAGEMENT ! SUMMER 1992

Bond Markel Yiclds"

i1
L ‘('.r:.ar L ﬂl‘) Clov't MUt‘rdy’;‘(:.:)rpnrulc.‘;
1082 12,92 14,94 B
1943 li.34 1278
1984 1248 1344
1985 (197 12,05
1986 T8 971
147 %58 984
1938 896 1%
[984 Bt 9.66
1991} R.61 37
Lo 821 Yol
Averige” 0.84 .13

Noes:

Walues are gverages ol monthly lgures in percent.

FYiclds 1o maturity.

“Reyuired return on value weighicd S&P 300 index using Equation (1)
Urigures for 1991 are through May.

NMonths weighted equally.

over government bonds by subtracting i, the yield to
mulurity on leng-term government bonds. A risk premium
over corporaie bond yields is also constructed by subtract-
ing i, the yield on long-term corporate bonds. Exhibit 2
reports the results by year {averages of monthly data).

The resulis are quite consistent with the patterns re-
ported earlier (i.e., Harris [12]). The estimated risk premia
in Lixhibit 2 are positive. consistent with ¢quity owners
demanding additional rewards over and above returns on
debt sccurities. The average expectational risk premium
{1982 10 1991} over govemment bonds is 6.474%, only
slightly higher than the 6.16% average for 1982 10 1984
reporled carlier (Harris [121). Forthermore, Exhibit 2
shows the estimated risk premia change over time, sug-
gesting changes in the market’s perception of the incre-
mental risk of investing in equity rather than debt securi-
Ties.

For comparison purposes, Exhibit 3 contains historical
retums and risk premia. The average expectational risk
premium reported in Exhibit 2 falls roughly midway be-
tween the arithmetic (7.5%:) and geometric (5.7%) long-
termu dilferentials between retums on stocks and long-ierm
sovernnment bonds. Note, however, that the expeclational
risk premiu appear to change over time, In the [ollowing

Copyright © 2001. All Rights Reserved.

Eouity Market

Required Retarn® Couity Risk Promium

1.5, Gov Muoody s Corparates

(3) S&P 500 3t 3 2
A0O8 76 4
|7.59 .33 A1
17.26 478 77
16.32 537 428
15.0% 724 538
L4771 613 L
15.37 fril 519
1506 1.6() 3.4
1564 TN 42
15.61 740 6.20
Lt 34 6,47 13

scetions, we exantine the estmated risk premia to see if
they vary cross-scctionally with the risk of individual
stocks and over time wilh financial market conditions.

B. Cross-Sectional Tests

Earlier, Harris [12] conducted crude tests of wheiher
expectational equity risk premia varied with risk proxied
by bond ratings and the dispersion of analysts™ lorecasis
and tfound that required returns increased with higher risk,
[ere we examine the link between these premia and beta,
perhaps the most commonly uscd measure ol risk lor
equirje.._n;_h' In keeping with tradirional work in this area. we
adopt the methodolegy introduced by Fama and Macheth
2] but replace realized returns with expected retums from
Equation (2) as the variable 10 be explained. For this
portion ol our tests. we restrict our sumple ta 1982- 1987

#For other ellorts using expectational dara in the context of the gwe-po-
rareter CAPM, sce Friend. Wesierficid, and Granito [10], Cragg and
Malkicl [ 7|, Marseon, Crawfond, aned Llamds [ 19, Maestomamd Harrs [200
and Linke. Kanpan. Whittord, and Zumwiadl T16]. For a more complote
treaiment ol the subject, see Marston and Theeis [200 froan which we draw
sunpe of these results, Marston and Harris alse investigate the role of
unsystematic risk and the difference in estimates found when using
cxpectad versus realized returns.
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Exhibit 3. Average Historical Returns on Bonds. Stocks,
Bills, and [nflation in the TL.S., 1926-1989

Historical Return Realizations Cleomelric Arithmetic
Common stk 10.3% 12.4%
Long-terin governmient bonds 1.64% 4.9%
Long-term eorporate bonds 32% 5.5%
Treasury hills 3.6% 3.7%
[nflation rue 3.0% 326

Sourec: Ibbatson Associates, Tnc., F9) Srovks, Rords, Rills wnd Infla-
tiere, 1990 Yearbook.

and in any month include firms that have at least three
forecasts of eamnings growth to rcdut;‘.c MEeASUrement error
associaled with individual forecasts.” This restricted sam-
ple still consists of, on average. 399 firms for cach of the
72 months (or 28,744 company months).

For a given company in a given month, beta is estimated
via the market model (using ordinary least squares) on the
prior 60 months of return data taken from CRSP. Bela
estimates are updaled monthly and are caleulated against
an equally weighted index of all NYSE securitics. For each
month, we aggregate firms into 20 portfolios (consisting
of approximately 20 securities cach). The advantage of
grouped data is the reduction in potential measurement
etror inherent in independent variables at the company
level. Portfolios are formed based on & ranking of beta
estimated from a prior time period (f = <61 to + = -120}.
Portfolio expeeted returns and beta are calculated as the
simple averages for the individual securitics.

Using these data. we estimate the following model for
each of the 72 months:

R, =0+ BP +i, p=1.20, {(3)
where:
R, = Expected retum for portfolio p in the given
month,
B, = Portlolio beta, estimated over 60 prior months,
and
ty = A random error lerm with mean zero.

As aresult of estunating regression (3) for each month,
72 estimales of cach coefficient (o and ) are obtained.

SFirms for which the standard deviation of individuai FAF exceeded 20
inany menth were excluded sinee we suspect some of these involve errors
in data eobey. This screen eliminuted very few compantes o any month.
The 1982-1987 period was chosen due o the availability of dala on betas,

Using realized rcturns as the dependent variable, the tradi-
tional approach (e.g.. Fama and Macbeth [9]) is to assume
that realized returns are a fair game. Given this assumption,
the mean of the 72 values of each coellicient is anunbiased
estimate of the mean over that same time period if one
could have actually used expecled retums as the dependent
variable. Note that if expected retums arc used as the
dependent variable the fair-game assumption is not re-
quired. Making the additional assumption that the true
value of the coefficient is constant over the 72 months, a
test of whether the mean coetficient is different from zero
is performed using a -statistic where (he denomiunator is
the standard error of the 72 values of the coefficienl. This
is the technique employed by Fama and Macbeth [9]. Tf
onc assumes the CAPM is correct, the coefficient o) is an
empirical estimate of the market risk premium, which
stould be positive.

To test the sensitivity of the results, we also repeat our
procedures using individual security retwrns rather than
portfolios. To account, at least in part, for differcnces in
precision of coefficient estimates in different months we
also report results in which monthly parameter estimatcs
are weighted inversely by the standard error of the cocffi-
cient cstimate rather than being weighted equally (Tollow-
ing Chan, Hamao. and Lakonishok [671).

Exhibit 4 shows that there is a significant positive link
between expectational required returns and beta. For in-
stance, in Pane! A, the mean coefficient of 2.78 on beta is
significantly different from zero at betler than the 0,001
level (¢ = 35.31), und each of the 72 monthly coefficients
going into this average is positive (as shown hy that 100%;
positive figure). Using individual stock returns, the signif-
icant positive link between bera and expected return re-
mains, though it is smaller in magnitude than for portfo-
lios. OComparison of Pancls A and B shows that the results
are not sensilive to the weighting of monthly coefficients.

While the findings in Exhibit 4 suggest 1 slrong positive
link between beta and risk premia (a resull oftea not
supported when realized returns are used as a proxy for
expectations; e.g., see Tinje and West [22]), the results do
nol support the predictlions of a simple CAPM. In particu-
lar, the intereept is higher than a proxy for the risk-free ratc
over the sample period and the coeflicient of beta is well
below estimates of a market risk premium vbtained from
cither expectationat (Exhibit 2) or historical data (Exhibit

"™ e smaller coeflicients on bela using individual stock portfolio rehums
are likely due in part to the higher measurement ervor in measuring
individual stock verswes porttolio hetas.
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Exhibit 4. Mcan Values of Monthly Parameter Listimates for the Relationship Between Required Returns and Beta (or

Both Porttolios and Individual Sceuritics (Figures in Parentheses are ¢ Values and Percent Positive), [982-1087

Panct AL Fyreal Wesghiring'

. ) - InlL‘lx‘;pI Adjusted P 1

Porifolio retums Lil. 0 ¥ 0,303 54
5402 KN {3531, 100

Security welurms 1457 (%080 U0
(38,10, 1(HY (10,50, 9%

Panel B. Weighred hy Stindard Frrors®

Portiolio retums 1386 (.503 5.2
L2156 100 133.K0, 1))

Sccurily returns 14673 1,080 RUAY

13ER.9. 1)

(A7.5.894)

Equally weighied average of monthly parameters estimated using cross-sectionu dats for cach of the 72 months, Ianuury 1982 - December 1987,

In ohtaining 1he reported maeans, estimates ol the monihly intereepl and slepe coellivients are waizhted inversely by the standerd crror of the estimate

from the cross-sectional regression for that ol
“Yalues are averuges for the 72 monihly regressions,

3 ' Nanctheless, the results show that the estimated risk
premia conlerm to the geperal theorstical relationship
between risk and required return that i3 expected when
invesiors are risk-uversc,

C. Time Series Tests — Changes in Market Risk
Premia

A potential benelit of using ex ante risk premia is the
estimarion of changes in market risk premia over time.
Withchanges in the economy and [inancial markets. cquily
investments may be perceived to change in risk. For in-
stance, investor sentiment about future business conditions
likely allects attitudes about the riskiness of equity invest-
mentls compared (o investiments in (the bond markets.
Morcover, since bonds are risky investments themselves,
cquity risk premia (relative to bonds) coutd change due to
changes in perceived riskiness of bonds. even il equitics
displayed no shifts in risk. For example, during the high
inerest rate period of the carly 1980s, the high level of
interest rate volatility made fixed income investmenlts
more risky holdings than they were ina world ol telatively
stable rates.

NEstimation ditficulties contound precise interpeetation of Lhe intercept
as the risk-free rate and the coefficient on bela us the marketrisk preminm
see Miller and Scholes |21, and Black. Jeosen, and Scheles | 211 The
higher than expected imiercept and lower than expected slope coelficicnt
on beta are consistent with the priet studics of Black. Jensen, and Scholes
121, andd Fama and MacBeth [9] wsing historical retuns. Such resulis are
consisient with Black™ | V] #2ero betn model, allhough alleroative espla-
nations [or these findings exist as well (as noted by Black. Jensen, and
Scholes [273

Studying changes in risk premia lor utility stocks, Brig-
ham, et al [4] conclude that. prior w0 19800 utility risk
premia increased with the level of interest rates. but thal
this putlern reversed thereafter, resulting in an inverse
correlation between risk premia and interest raies. Study-
ing risk premia [or both utilities and the equity marhet
generalty, Harris [ 12] also reports that risk prenua appear
Lo change over time, Specifically, be [inds that equity risk
premia decreased with the level of governmeni interest
tutes, increased with the increases in the spread belween
corporate and government bond yiglds, and increased with
increases in the dispersion of analysts” forecasts. Harris”
study is, however, restricted to the 30-month period, 1982
i 984,

Exhibit 5 reports results of analyzing the relationship
hetween equity risk premia, interest rates. and vield
spreads between corporale and governnient bonds. Toi-
lowing Marris [12), these bond yiceld spreads are nsed as a
Lime serics proxy forequily risk. Asthe perceived riskiness
of corporate aclivity increases, the difference between
vickls on corporate bonds and government bonds should
increase. One would expect the sources of increased Tisk-
iness to corporate bands to also increasce risks w sharehold-
ers. All regressions in Exhibit 5 are corrected tor serial
correlation.

P Ordinary least squares regressions shosed severe posilive autocorrela
Lo 10 many cases, with Durbin Walson statisiics ivpically below ere.
Eutintion wsed the Prais Winsten method. See Johnston 114, pp. 321
175,
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Exhibit 5. Changes in Equity Risk Premia Over Time — Entries are Cocflicient {#-value); Dependent Varable is Equity

Risk Premium

Time periodl Infercept in i -l IS
A Muv 1991 392 0131 -0.651 053
) (1987 -11.16}
(L.062 -0L.363 0.660 0.34
(14.26) (-6.74) (5.4%)
B 19821984 0140 -0.637 .43
TRES (-5.000
0.064 -0.203 1.549 0.60)
{3.25) {-1.63) (4.8d)
C1985-1987 .131 -0.734 .74
(7.73) (9.67)
0010 -0.561 0.317 07T
(172.53) (-7.30) (1.87)
D. 19%5-199] 0.136 -.793 .68
(16.23) (-8.20)
(130 -0.738 (L5 {168
(8713 (-1.96) (.40

Praiz-Winsten method, For purposes of this regression. variables are expressed in decimal form, c.g., 14% = 014,

For the entire sample period, Panel A shows that risk
premia are negatively related o the level of interest rates
— as proxied by yields on govemment bonds, iy. This
negative relationship is also true for cach of the subperiods
displayed in Papels B through D. Such a negative relation-
ship may result from increases in the perceived riskiness
of invesiment in government debt at high levels of interest
rites. A direct neasure of uncerfainty about investments
in government borkds would be necessary (o test this hy-
pothesis directly.

For the entire 1982 to 1991 peried, the addition of the
yicld spread risk proxy to the regressions dramatically
lowers the magnitude of the coefficient on government
bond yiclds, as can be seen by comparing Equations 1 and
2 of Panel A. Furthermore, the coeftticient of the yield
spread ((1.666) 1y itself significantly positive. This pattern
suggests thal a reduction in the risk diffcrential berween
investment in government bonds and in corporate activity
is wranslated into a lower equity market risk premium.
Futiher exammation of Panels B through D, however,
suggests that the yicld spread vaciable is much more im-
portant in explaining changes in equity risk premia in the
early portion of the 1880y than in the 1988 to 1991 period.

In summary, markel equity risk premia change over
time and appear inversely related to the level of govern-
ment interest rutes but positively related to the bond vield
spread, which proxies for the incremental risk of Investing
in cquities as opposed to government bonds.

IV. Conclusions

Shareholder required rates of retum and risk premiia are
bused on theones about investors’ expectations for the
Tuture. In pracilice, however, risk premia arc often esti-
mated using averages of historical returns. This paper
applies an alternate approach (o estimating risk premia that
employs publicly available expectational data. At feast for
the decade stodied (1982 o 1991), the resultant average
rarket equity risk premium over government bonds s
compirtable in magnitude to long-term differences (1926
to 1989) in historical retums between stocks and bands.
There is sirong evidence, however, that market risk premia
change over time and, as a result, use of a constant histor-
ical average risk premium is not likely to mirror changes
in investor return requirements, The results also show that
the expectational risk premia vary cross-secuionally with
the relative risk (beta) of individual stocks.

The approach oflers a straightforward and powertful aid
in establishing requirved rates of return either for corporale
investment decisions or in the regulatory arena. Since data
are readily available on a wide range of equities, an inves-
tigator can analyze various proxy groups {e.g., poriloljos
of wility stocks) appropriate for a particular decision as
well as analyze changes in equity return requircments gver
time.
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The Accuracy, Bias and Efficiency
of Analysts’” Long Run Earnings
Growth Forecasts

Riammarn D F. HAarris#*

1. INTRODUCTION

Considerable rescarch has now bheen undertaken into prof-
cssional analysts’ forccasts of companics’ carnings in respect of
hoth their accuracy relative wo the predictions of time scries
models of carnings, and their rationality, The cvaluation of (the
rcliability of analysts’ carnings growth forecasts is an important
aspect of rescarch in accounting and finance for a number of
reasons. Firstly, many empirical studies employ analysis” con-
sensus forecasts as a proxy for the market’s expeclation of future
carnings in order 1o identify the unanticipated component of
carnings, The use of consensus forecasts in this way is predicated
on the assumption that they are unbiasced and cfficient forecasis
of future carnings growth. Sccondly, institttional investors make
considerable use of analysis’ forecasts when cvaluating and
sclecting individual shares. The qualiy of the forecasts that they
employ thercfore has important practical consequences for
porifolio performance. Finally, from an academic point of view,
the performance of analysts” forecasis is interesting because it
sheds light on the process by which agents form expectations
about key cconomic and financial variables.
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started while the author was a Visiting Fellow at the University o Warwick, April 1097,
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726 HARRIS

Neurly all of the research to date, however, has been concerned
with unalysts’ forecusts of quarterly and annual earmings per
share.! While the properties of analysts’ short run forecasts are
undoubtedly important in their own right, it is long run
expectations of earnings growth that are more relevant for security
pricing (see, for instance, Brown et al., 1985). A number of papers
have suggested that there is substantial mis-pricing in the stock
market as a consequence of irrationul long run eamings growth
forecasts being incorporated into the market expectation of
earnings growth (DeBondt, 1992; La Porta, 1996; Bulkley and
Ilarris, 1997; and Dechow and Sloun, 1997). The evaluation of the
performance of analysts’ long run forecasts is clearly important as
corroborating evidence.

This paper provides 1 detailed study of the accuracy, bias and
efficiency of analysts’ long run earmings growth forecasts for US
companies. It identifies a number of characteristics of forecast
earnings growth. Firstly, the accuracy of analysts’ long run earnings
growth foreeasts is shown o be extremely low. So low, in fact, that
they are inferior to the forecasts of 24 naive model in which
carnings arc assumed (o follow a martingale. Secondly, analysis’
long run earnings growth forecasts are found to be significantly
biased, with forecast carnings growth cxceeding actual carnings
growth by an average of about seven percent per aunnum. Thirdly,
analysis’ forecasts are shown 10 be weakly inefficient in the sense
that forecast errors arc correlated with the forecasts themselves. Tn
particular, low forccasis are associated with low forccast errors,
while high forecasts are associated with high forecast crrors. The
hias and inecfficiency in analysts” long run foreceasis are
considerably more pronounced than in their short run and
interim forecasts.

Tt is invesiigaled whether analysis incorporate information
about futare carnings that is contained in curreni share prices,
It is demonsiratcd that consisient with their short run and
interim forecasts, analysis’ long run earnings growlh forecasts
can be cnhanced by assuming ihat cach individual firm’s
carnings will evolve in such a way that ils price-carnings ratio
will converge Lo the current market average price-carnings ratio,
Analysis therefore negleci valuable information aboul fuiure
carnings that is readily available at the time thao their forecasts
are made.

5 Rlackwell Publishors 1ed 1999
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The source of analyst inaccuracy is explored by decomposing
the mean square error of analysts’ forecasts into two systematic
components, representing the error that arises as a result of
forecast bias and forecast inefficiency, and a random, unpre-
dictable component. In principle, the systematic components of
analysts’ forecast errors can be eliminated by taking into account
the bias and inefficiency in their forecasts. llowever, it is shown
that the bias and inefficiency of analysts’ forecasts contribute very
little to their inaccuracy. Over eighty-eight percent of the mean
square forecast error is random, while less than twelve percent is
due to the systematic components. This is an important result for
the users of analysts’ forecasts since it means that correcting
forecasts for their systematic errors can potentially yield only a
small improvement in their accuracy.

A second decomposition is used to examine the level of
aggregation at which forecast errors are made. The mean square
forecast error is decomposed into the error in forecasting
average earnings growth in the economy, the error in forecasting
the deviation of average growth in each industry from average
growth in the cconomy, and the error in forccasting the
deviation of earnings growth for individual firms from average
industry growth. Tois demonstrated that the error in forecasting
average earnings growth in the economy contributes relatively
litle 10 analysts’ inaccuracy. Over half of wowal forecast crror
arises from the crror in forecasting deviations of individual firm
growth from average indusiry growth. The crror in forecasting
devialions of average industry growth from average growth in the
cconomy is smaller, but also significant. However, there is
cvidence thal this patiern is changing over time, with increasing
accuracy al the industry level, and diminishing accuracy at the
individual firm level.

Finally, it is shown that the performance of analysts’ long run
carnings growth forecasis varies subsiantially both with (he
characteristics of the company whose carnings arc being forecast
and of the forecast isclf. The accuracy, bias and cfficiency of
analysts’ forccasts is cxamined for subsamples of firms
pattitioned by market  capitalisation, price-carnings  ratio,
markct-to-hook ratio and the level of the forecast itsclf, The
most rcliable carnings growth forecasts are low forecasts issued
for large companies with low price-carnings ratios and high

T Wlackwell Publishers Lid 1999
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market-to-book ratios. Again, this is of considerable practical
importance since it offers users of analysts’ forecasts some
opportunity to discriminate between good and bad forecasts.

The organisation of this paper is as follows. The following
section gives a detailed description of the data sources and the
sample selection criteria. Section 3 describes the methodology
used to evaluate forecast accuracy, bias and etficiency. Section 4
reports the results, while Section 5 concludes.

2. DATA

The sample is drawn from all companies listed on the New York,
American and NASDAQ stock exchanges. Data on long run
earnings growth expectations are taken from the Institutional
Brokers Estimate System (IBES). The data item used in this paper
is the ‘expected LEPS long run growth rate’” (item 0), which has
been reported by IBLS since December 1981, and is defined as:

the anficipated growth rafe in carnings per share over the longer term. [BES

Ine. requests that contriburting [irms focus on the livesyear interval that

begins on the first day of the current fiscul veur und muke their caleulations

based on projections of EPS before extruordinury items.

The expected long term growth rate is therefore taken o be the
forecast average annual growth in earnings per share before
extraordinary items, over the five year period that siarts at the
beginning of the current fiscal year.” The measure used in this
paper is the median forecast calculated and reported in April of
cach year, . The analysis was also conducted using the mean
forecast, but the quantitative results are virtually identical, and
the qualitative conclusions unchanged.”

Only December fiscal year end companies are included in the
sample and so the use of the consensus forecast reporied in April
should ensure that the previous fiscal vear’s carnings are public
information at the time (that the individual forecasts that make up
the consensus forccast are made (see Alford, Joncs and
Zmijewski, 1991). Restricling the sample 1o December fiscal
vear-cnd companics ensures that obscrvations for a particular
fiscal vear span the same calendar period, thus allowing the
identification of macrocconomic shocks that contemporancously
affect the carnings of all firms.

5 Rlackwell Publishors 1ed 1999
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Actual growth in earnings is calculated using data on earnings
per share, excluding extraordinary items, taken from the
Standard and Poor’s Compustat database (item EPSFX). Average
annual earnings growth is computed as the average change in
earnings over each five year period, from December of vear ¢—1
to December of year ¢ | b, scaled by earnings in December of year
t—1. The need for five years’ subsequent earnings growth data
limits the sample period to the eleven vears 1982-92, Data on a
number of other variables are also used in the analysis. The share
price and market capitalisation are both taken at the end of April
of year t (Compustat items PRGCM and MKVALM). The market
price-earnings ratio, used to test whether information contained
in the share price is incorporated in analysts’ forecasts, is
computed as the price at the end of April in year ¢ (item PRCCM)
divided by earnings per share in the fiscal vear ending December
t—1 (item EPSFX}. The market-to-book ratio is computed as the
market value of the company in April of vear ¢ (item MKVALM)
divided by the book value of the company in the fiscal vear
ending December of vear t—1 (item CLQ).

There are a total of 7,660 firm-year observations that satisfy the
data requirements for all the variables used in the analysis, and
that have a December fiscal vear-end. However, for 658 of thesce,
earnings reported at the end of the preceding fiscal year are zero
or negative. These are omiued from the sample since forecast
growth has no natural interpretation when carnings in the basce
year arc non-positive.* When initial carnings are close o 7cro,
actual growth in carnings may take cxureme values, resulling in
owtliers that have a disproportionately high degree of influence
on the least squares regression resulis. There is no immediately
obvious wav 1o ciccumvent this problem without dropping some
obscrvations from the sample. The approach most commonly
adopled is 1o omil observations for which the calculated growth
rate, the forecast growth rate or the forecast crror is above a
certain threshold in absolute value, or for which calculaced initial
carnings arc below a certain level. For instance, Fried and Givoly
{1982} truncate obscrvations for which forceast error cxeeeds
100%. Ellon ¢t al. (1981) include in their sample only those
companics for which iniual carnings arc above 0,20 dollars per
share, O’Brien (1988), in order 1o 1est the robusiness of her
residis Lo owdliers, also uscs .20 dollars as a threshold value.
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Capstaft et al. (1995} omit observations for which forecast
earnings growth or forecast error exceeds 100%, while Capstaft et
al. (1998} exclude companies for which forecast earnings growth
or actual earnings growth exceeds 100%. In this paper, all
observations for which actual earnings growth or forecast
earnings growth exceeds 100% in absolute value are omitted
from the analysis, reducing the sample by a further 336 firm-vear
observations. The final pooled sample comprises 6,666 firm-year
observations.”

J3. METITODOLOGY

(1) Forecasi Accrracy

The metric used 1o evaluate forecast performance is the forecast
crror, defined as the difference between actual and foreeast
carnings growth:

Jeu = g — 5{{; (1)
where [, is the forecast error for firm 4 corresponding 1o the
forecast made at date {4, g is actual carnings growth over the five
vear forecast period and g{i is forceast five vear carnings growth.
Foreceast accuracy is cvalualted using the mean square forccast

crror, which is computed in cach vear ¢ as:
RN 2 :
MSFE, = =3 (g — g)* (2)
i=1

The mean square forecast crror for the pooled sample is
computed over all firms and years. The mean square forecast
crror was chosen in preference 1o the mean absolute forccast
crror Lo maintain consistency with the subsequent analysis which
uses the former mceasure rather than the lauer, However, it
should be noted that the use of the mean square forecast crror is
consistent with a quadratic loss function of risk averse cconomic
agents {sce Theil, 19641; and Mincer and Zarnoviz, 1969). Tt can
be reported that the conclusions drawn abowul forecast accuracy

arc not scnsitive 1o the choice of measure.
As a benchmark against. which 1o compare the accuracy of
analysis” long run forecasts, the performance of 1two ‘naive’
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forecasts is also considered. The first is the forecast generated by
a martingale model of earnings, in which expected earnings
growth is zero. The second is the forecast generated by a sub-
martingale model, in which expected earnings is equal to a drift
parameter that is identical for all firms. In each forecast vear, the
commeon drift parameter is set equal to the average growth rate in
earnings over all firms, over the previous five year period.® This
choice of naive forecasts is motivated by the early evidence on the
time series properties of earnings, which suggests that annual
earnings follow a random walk, or a random walk with drift (see,
for instance, Brooks and Buckmaster, 1976; or Foster, 1977).
Although more recent evidence finds that annual earnings may
have a mean reverting component (see Ramakrishnan and
Thomas, 1992}, the martingale and sub-martingale models of
earnings nevertheless provide simple alternative models that are
approximately consistent with the reported evidence.

(i) Forecast Bias

Tn order for a forecast o be unbiascd, the unconditional
expectation of the forecast error must be zero. If the average
forecast crror is greater than zero then analysts are systemaltically
over-pessimistic (since their forecasts are on average exceeded)
while if the average forecase error is less than zero analysts are
sysicmalically over-optimistic (since their forecasts arc on average
unfulfilled}. Unbiascdness is tested using the mean forecast
crror, which is computed in cach vear £ as:

&

1 .
NIFE;_ = ? Z(gii - gx{') (%)

i=1
The mean forecast error for the pooled sample is computed
over all firms and vears. The hypothesis that the mean forecast
crror is zero is lested wsing the standard error of the mean
forecast crror across all firms and vears for the pooled sample,
and across all firms for cach of the annual samples.

(#i1) Forecast Efficiency

A forccast is cfficient if it optimally reflects currently available
information, and is therefore associaled with a forecast error that
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is unpredictable. 1f a forecast is strongly efficient, the forecast
error is uncorrelated with the entire information set at time .
Strong efficiency is a stringent condition, and so more usually
forecasts are instead tested for weak efficiency, which requires
that the forecast error is uncorrelated with the forecast itselt (see
Nordhaus, 1987). Weak efficiency is tested by estimating the
following regression:

gir = | ,a'ﬁg;{ | T (4)

Under the null hypothesis that analysts’ forecasts are weakly
efficient, the intercept, «, should be zero, while the slope
coefficient, ¥, should be unity. If  is significantly ditferent from
one then conditioning on the forecast itself, the forecast error is
prec:lic:taLble.7 It & is significantly less than one then analysts’
forecasts are too extreme, in the sense that high forecasts are
associated with high forecast errors, while low forecasts are
associated with low forecast errors. It ¥ is significantly greater
than one then forecasts are too compressed.

(tv) The Incremental Information Content of Price-tlarnings Based
Forecasts

A stronger form of forccast. efficiency can be Lested by examining
whether analvsis’™ forecasts incorporale particular sources of
publicly available information, One such source of information is
the current share price. In an cfficient market, the share price is
the present discounted value of all ratonally expecled fuure
ceonomic carnings of the company, and hence it should reflect,
infer alia, the markel’s expectation of long run carnings growth.
To extract the information about futire carnings embodied in
the share price, some assumption must be made about the
company’s cost of cquity, or risk. The simplest assumption is that
all companics face the same constant cost of cquity in the long
run, so that the earnings of cach company cvolve in such a way
that its pricc-carnings ralio converges lo the current market
average price-carnings ratio. The carnings growth forccast that is
implicit in this assumption can then be used 1o supplement the
analysis’ carnings growth forccast in the following regression:

G = (x| ,a'ﬁgf; | q-g‘_fj | Ty (h)
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where

gp _ Pir] Pl — P = Zprf

il
iy = G

and py is the share price of firm zac dme ¢« If analysis incorporate
all information contained in the current share price, the
cocfficient, v, should be zero (sce Capstaff ¢t al, 1995 and
1998}, Naturally, the assumption that all firms have the same
long run price-carnings ralio is a strong simplification, and a
supcrior forecast would almost certainly be obtained by assuming
that price-carnings ratios differ between industries, Nevertheless,
the assumption of a single market-wide long run pricecarnings
ratio has been shown 10 forecast carnings growth over shorier
horizons {sce, for instance, Ou and Penman, 1989).

{(v) Forecast Frror Decomposition

In order to analyse the source of analysts’ forecast errors, two
decompositions of the mean square forecast error are used. The
first decomposes the mean square forecast error into systematic
and unsystematic components. The systematic component is
further divided inte a component due to forecast bias and a
component due to forecast inefficiency. In each vear # the
decomposition of the MSFL is given by:

. 1 N N _ g, 2
MSFE, = _Z(‘Eﬁe_ﬁif;)— = (g,— )+ (1-8)% _, A+ =p)e,

N e
(6)

where Nj is the sample size in vear ¢, g, and g, arc the average
values of g, and g'l{, 3, is the slope coefficient from regression (/l)

abovc, p; is the correlation cocfficient b(‘l“ cen gy and g, and r,r'

and ‘-Tg arc the variances of g and % The first term in 11('
decomposition gives the error that is due o the inahility of
analysis 1o forecast carnings growth for the whole sample. When
computed over all vears, it is therefore a measure of the crror
that is due o forccast bias. The sccond term captures the error
that is due o forecast incfficiency. Together, these two terms
capuure the systematic ercor in analysts” forecasis. In contrast, the
third 1erm captures the component of the error that is purcly
random. This decomposition is particularly useful since i reveals
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to what extent forecasts can be improved through ‘optimal linear
correction’ procedures (see Mincer and Zarnovitz, 1969; and
Theil, 1966}, For instance, if the main component of mean
square error is systematic, rather than random, then assuming
that the data generating process for both the actual data and the
forecast data remains constant, the accuracy of analysts’ forecasts
can be substantially improved by using the predicted values from
regression (4), above, rather than the forecasts themselves. The
extent to which this reduces the inaccuracy of the forecasts
depends upon the fraction of the mean square forecast error that
is due to the systematic component.

The second decomposition breaks the mean square forecast
error into economy, industry and firm components. The
decomposition of the MSFL is given each vear ¢ by

1 »
MSFE, = F;(gu — g’
. — 2 l ']f J - —_ —_ ?f —_— @ Ll
= (gf._g{:) +EZ‘N?£[(§;5_§£)_ (h\jf_g{)] (7)
=L
] Nt g2
| E;ugﬁ —2) — (g — Tl

where f; is the number of industries in the sample, Ny is the
number of firms in industry j, 7, and gr;: are the average values of
gy and g{ in industry 7. The decomposition has the following
interpretation. As before, the first Lerm measures the error that is
due to analysts’ inability to forecast the average growth for the
whole sample, which in this context may be interpreted as their
inability to forecast earnings growth for the economy. The
sccond term measurcs the error that is due o an inabiluy 10
forccast the deviation of average growth in an indusiry from
average growth in the economy, The third term measures the
crror that is due to an inability 10 forecast deviation of individual
firm growth from average growth in its industry. The decompo-
sition for the pooled sample is computed by taking the weighted
average of the decomposition for the annual samples, with weighits
proportional 1o the sample size cach year. Such a decomposition
is uscful because it reveals the level of aggregation at which
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forecast errors are made, and may reflect the particular approach
used to generate earnings growth forecasts (see Klton, Gruber
and Gultekin, 1984). In the present study, each Industry is
defined by a two digit SIC code. This yields a total of 56
industries, with an average of about twelve firms in each industry.
The use of three digit SIC codes yields a large number of
industries that comprise only a single firm. In these cases, the
firm-specific error and industry specific error are not separately
identifiable, and are reflected in the third component of the
decomposition. The effect of using two digit, rather than three
digit SIG codes is therefore to increase the firm specific error and
reduce the industry specific error.

For both decompositions, it is convenient to express each term
as a percentage of the total mean square forecast error. For the
pooled samples, the mean square forecast error components are
averaged over the individual vears, with weights proportional to
the sample size each year.

{(vi) The Performance of Analysts’ Forecasts Conditional on Firm and
Forecast Characteristics

In order 1o explore possible hewerogeneity in the performance of
analysts’ long run carnings growth forecasts, the sample is
partitioncd by various characteristics of the firm whose carnings
arc being forccast and of the forccast isclf, Specifically, (the
sample is split into equally sized quintiles on the basis of market
capitalisation, markel-to-book ratio, price-carnings ratio and the
level of the forecast iself, Foreeast accuracy, hias and cfficiency is
then examined for cach sub-sample, Forccast accuracy is
measured by the mean square forceast crror given by (2),
forecast bias is measured by the mean forecast error given by (3),
while forccast efficiency is measured by the estimated slope
parameler in regression (1),

In order 1o identify the marginal effects of cach of the firm and
forccast characteristics on foreecast accuracy, bias and weak form
cfficiency, the following regressions are estimated:

(g — gf;)g =« | Shlnmy | Jomby | Sspey | J4gj§ | v, (10}
Si — gx’; . =+ _,-"?lll"l My + /‘33 ".*’.'Lbﬁ + _,-’?3{){’5;_ + 31‘% + (l l)

T Wlackwell Publishers Lid 1999



736 HARRIS

and
( gf; — E{ Wge —T) — ( g;;_ — grf N =a | hinmy | Gomby
| 33;5 p{’g | J4§'§ [ i, (12)

where Inm;; is the natural logarithm of the market capitalisation of
firm i at the beginning of the forecast period, mb;; is the market-to-
book ratio and pe; 1s the price-earnings ratio. The dependent
variables in the three regressions are the summunds in (1) the
mean square forecast error, (b) the mean forecast error and {c)
the estimated covariance between (g; — gf;_) and gf;.a

(v#i) Estimation Procedure

In order 1o allow for time specific market wide shocks, cach of
the regression cquations (1), {(5), {9), (10), (11} and (12) is
estimated by OLS, including fixed time effects. Ilowever,
inference based on OLS estimales of the variance-covariance
matrix of the disturbance term may be misleading since both
heteroscedasticity and cross-scctional correlation are likely o be
present in the data. One potential solution is to use GLS, in
which the heteroscedasticity and cross-section correlation are
parameterised and estimated. Ilowever, in the present case, GLS
is infeasible since the number of crosssection observations is
large relative to the number of time series observations. This
paper employs instead the non-parametric approach of Froot
(1989), which is robust to both contemporaneous correlation
and heteroscedasticity. This involves partitioning the data by a
two digit SIG code and assuming that the intra-industry
correlation is zero. This then allows the consistent estimation
of the parameter covariance matrix. The Froot estimator is
modified using the Newey-West (1987) procedure in order to
allow for the serial correlation in the regression error term that is
induced by the use of overlapping data.

1. RESULTS

(1) Forecast Accuracy

Pancl A of Table | reports the mean square forceast error, given
by (2), for the pooled sample and for cach individual vear. Tu also
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reports the mean square forecast errors for the naive forecasts of
the martingale model, where forecast earnings growth is zero,
and the sub-martingale model, where forecast earnings growth is
the historical economy wide average earnings growth rate.

The accuracy of analysts’ long run earnings growth forecasts is
extremely low, In the pooled sample, the mean square forecast
error for analysts is 7.15%. For the martingale model, the mean
square error is 6.63%, while for the sub-martingale model, it is
marginally lower at 6.60%. On average, therefore, a superior
forecast of long run earmings growth for individual companies
can be obtained simply by assuming that average annual earnings
growth will be zero. This is a strong indictment of the accuracy of
analysts’ long run forecasts, and in view of the additional
information available to analysts, is surprising. It also contrasts
with the evidence for shorter horizon forecasts where analysts
appear to have some advantage over time series models.
Furthermore, the alternative models used here are relatively
simple. If in fact earnings are stationary, then it is likely that a yet
superior forecast could be obtained from an estimated time
scrics model for cach firm, and so the relative inferiority of
analysts’ forecasts is probably understated here.

Turning 1o the annual samples, the martingale model
generates superior forecasts in seven out of eleven vears, while
the sub-martingale model generales forecasts that are superior 10
analysts” forccast in nine of the eleven years, and superior 1o the
forecasts of the martingale modcl in ten oul of cleven vears. This
suggesis that one can improve on the zero growth forecast of the
martingale model by using the historical cconomy average
carnings growth rale o predict subscquent growth for individual
firms. Howcever, the improvement is only marginal, reflecting
both considerable variation in average carnings growth between
vears and considerable dispersion in carnings growth rales across
the cconomy. The time-series pattern of forceast crrors suggests
that analyst inferiority is not caused by just one or two outlving
vears, Nor docs it suggest that there is any improvement in the
accuracy of analysts’ forccasts over the sample period, cither
relative (o the forecasts of the martingale and sub-martingale
models, or in absolule terms, The {unweighted} average mean
squarc forecast error for the first five vears in the sample is
7.02%, while in the last five vears it is 7.28%. This is in contrast
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with evidence reported elsewhere that analyst accuracy has
increased over time (see Brown, 1997).

(ee) Forecast Bias

Panel B of Table 1 reports the mean forecast error for analysts’
forecasts of long run earnings growth, given by (3), and its
standard error. In the pooled sample, the mean forecast error is
negative indicating that analysts’ long run earmings growth
forecasts are over-optimistic. The mean forecast error is very
significant both in statistical and economic terms. On average,
forecast growth exceeds actual growth by about seven percent per
annum. Over-optimism in long run earnings growth forecasts is
consistent with evidence reported for analysts’ shorter horizon
earnings forecasts (see, for instance, Fried and Givoly, 1982;
Brown et al., 1985; and O'Brien, 1988}, 1t is also consistent with
international evidence on analysts short run and interim
forecasts (see Capstaff et al., 1995 and 1998).

The mean forecast error is also negative in each individual
year, and significantly negative in all but the last, ranging from
1.50% to 11.82% per annum. This is in contrast with analysts’
shorter horizon forecasts where the direction of the reported bias
displays considerable vear 1o year variation (sce, for instance,
Givoly, 1985). Tt is again notable that the degree of over-optimism
has not diminished significantly over time, The {unweighied)
mean forccast crror for the first five vears of the sample is
—6.99%, while for the last five years it is —7.20%. I is of course
possible that the last year in the sample, where the mean foreeast
crror is less than two percent, marks the siart of a reduction in
analvst over-optimism. Whether this is borne out by fiure siudics
will be of considerable interest.

(1it) Forecast Efficiency

Pancl A of Table 2 presents the resulis of regression (1), The
cfficiency condition is very strongly rejected for analysis’ long run
carnings growth forecasts. In the pooled sample, Fis significantly
Iess than unity and ac 0.20, only marginally greater than zero.
This is a considerably stronger rejection of efficiency than found
by other authors for shorier horizon forecasts. For instance,
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Table 1

Forecast. Accuracy and Forecast. Bias

Panel A: Forecast Acenracy Panel B: Forecast Bias

MSIE of MSIE of MSIT of MIE of  Slandard

Analysts Martingule  Sub-martingale Anabysts Error
Pooled sample 714 .64 6.60) —7.%4 {0.31)
1982 7.54 515 6.41 11.59 {1.01)
1983 6.88 7.01 6.51 5.48 {1.20)
1984 6.75 7.14 6.40 4.01 {1.12)
1983 7.4 6.67 6,24 —6.61 {1.08)
1956 6.92 .17 6.21 —7.11 {1.08)
1987 6.95 R.77 5.75 10.78 {0.99)
1988 7.58 6.32 6.40 10,20 {1.00)
1954 6,94 592 a7 —11.82 {0.91)
T94K) A.649 520 1.93 —7.10 {0.85)
1951 7.58 7.78 7.60 5.04 {0.99)
1952 8.78 9.62 9.78 1.50 {(1.10)

Nolew:
Pancl A reports the mean square forecast crror [or analysts’ loreeasts and the [orecass ol
wo naive models.

N
Thee MSFE ol aralvets lorecasts is caleulated cach vear as L ( RS
The MSFL ol analvsts lorccasts is caleulated cach vear as ?ZL\L{” — e
1
N
the MSFLE ol the martingale model is calewlated cach vear as &_-ZLHM‘,' ;
1

N

U ol 1he ireale medel s caleulateed cach vear as ( - 2

the MSFE ol the subrartingale maodel Is caleulated cachl vear as _—,%;ZLHH —Eo
—1

where g is five year eamings growth from January year tto December vear ¢ 4, is forecast
ol g reporied au April year tand 7, | is the average value over all companics of live year
eamings growth from Jamuay vear ¢ 5 to December year £ 1. The MSFE for the pooled
sample is computed over all firms and years.

Panel B reports the mean forecast error of analysts, caloulated as:
(s ‘.
O

and s standard crror. The MFL for the pooled sanple is computed over all lirms and
FCALS,

DcBonde and Thaler (1990) find that while they reject the
hypothesis that 3 is equal 1o unity for onc and two year forecasts,
their estimated paramecters {0.65 for one vear forecasis, 0.16 for
two vear forecasts) arc much larger than those reported here,
hoth siatistically and cconomically. For annual carnings forecasts,
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Table 2

Forecast. Elficiency

Panel A: Weak Elliciency Panel B: The Incremental Information
Content ol Price-Earnings Based Forecasis
3 SE r 3 SE 4 SE A

Poaled
sumple 0,20 (0.08)  0.00 003 {0.09 004 (0.0 0102
1982 g3 {026 004 .81 {0.28) 003 (0.04) 0.05
1983 042 {023 001 008  0.27 005 (D02 0.04
1981 019 {0.27)y 000 .03 {03y (01 {02y 0.
1983 005 {024y 0.00 .02 {033y . {02y 0K
1986 0.31 {0.23)  0.01 0.26  (0.22 010 (0.02)  0.06
1987 046 {022y 001 .41 {0.227 001 {0,027 0.01
1988 012 {21y 041 0A4% {021y 0 {001 0001
1984 0.08 {022y 000 —0.03 {125 003 (002 0.1
1990 0.28 {017y 001 020 (0200 002 {002y 0.01
1991 0.39 {017y 001 .11 {0.5300 006 {0.0%) 0.03
1992 009 {027y 0.00 =020 {031y 000 (008 0,03
Notew:

Panel A reports the results of the test of the weak efficiency of analysts” forecasts. The
regression for the pooled sample is g, =y | _:'ig:‘.:, |y where gy is five vear eamings
growth [romm January year ¢ w December vear ¢+1 and g 18 the median Lorecast ol g,
reported in April of vear & The regression for the annual samples is gy = o, | 3 | wge
The Panel reports the estimated slope patamerer, its Froot-NewewWest adjusted standard
crror and the adjusted fsquared statistic,

Pancl B reports the resulis of the wst lor the incremental information corent of price-
carnings based lorccasts. The regression for the pooled sample s gy — o + O+
vy | o where gy, s five vear eamings growth from January year ¢ 1o December year £ 4,
is the median forecast ol g reported in April ol year ¢,

1 N o
£ TN

W v p—
g:: _ Pu ,bf'mf L3 ; ;
1 G
& 18 the carnings reported in Decetuber ol vear (=1, and #, 18 the price in April ol year &
The regression for the annual samples is g, = o | _:'i‘.g:; I g | g The Panel reports
the estimated slope parameter, s Froo-Newey-West adjusted standard crror and Lhe
adjusted Hsquared stadistic,

Givoly {1985) cannot reject the hypothesis thae 3 is unity. Using
UK data on the forecasts of individual analysts, Capstaff cu al.
(1995) find that the cstimated cocefficient declines with the
forceast horizon, with an estimated value of around 0.5 for 20
month forceasts {their longest horizon). The results of this paper
therefore strongly support the view (first offered by DeBonduand
Thaler, 1990} that forecast carnings growth is 100 exuwreme, and
that the longer the horizon, the more extreme it becomes. In the
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annual regressions, 4 is significantly less than unity in all years,
and significantly greater than zero in only three years. In one
vear, it is actually significantly negative.

(tv) The Incremental Infirmation Condend of Price-Earnings Based
Forecasts

The results of regression (5), which supplements analysts’ fore-
casts with forecasts that are derived from the assumption that
earnings will evolve in such a way that each firm’s price-earnings
ratio will converge to the current market price-earnings ratio, are
reported in Panel B of Table 2. Under the null hypothesis that
analysts make optimal use of information about future earnings
that is contained in share prices, the coefficient on the price-
earnings based forecast, %, should be zero. In the pooled sample,
the estimated coefficient is significantly greater than zero,
implving that analysts do not make full use of information that
is readily available at the time that their forecasts are made.
llowever, there is much year to year variation in both the stat
istical and economic significance of the coetficient, with six years
in which the coefficient is not statistically different from zero.

The marginal contribution of priceearnings based forecasts
can be gauged by comparing the two Panels of Table 2. The
inclusion of the price-earnings forecast explains an additional
two percent of the variation in actual carnings growth in the
pooled sample, while in individual years, this figure varies
hetween zero and five percent, However, the price-carnings
based forecast used in the present analysis is derived under the
somcwhal unrealistic assumption that all firms have a common
long run price-carnings ratio. Undoubtedly, more accurate
carnings growth forccasts could be impuied by making more
sophisticaled assumptions aboul how price-carnings ratios cvolve
over lime, The resulis presented here therefore almost certainly
undersiate the extent o which analysts neglect information
embodicd in share prices. The fact that analysts appear 1o neglect
information contained in share prices when forming their long
run carnings growth foreeasts is consisient with analogous resulis
for their forccasts over shorter horizons {sce, for instance, Ou
and Penman, 1989%; Abarbancll, 1991; Elgers and Murray, 1992:
and Capsaff cual., 1995 and 1998).
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(v} Forecast Lrror Decomposition

The preceding results demonstrate that the accuracy of analysts’
long run carnings forccasts is extremely low, and that they are
very significantly biasced and incfficient. In this sub=scction, the
source of analysis’ forecast error is investigaled using the two
decompositions of mean square forecast crror described in
Section 3. The first decomposcs forecast error into systematic and
non-systematic componcenis. The results of this decomposition
arc given in Panel A of Table 3. It can be secen that by far the
largest component of mean square forecast. crror is random, In
the pooled sample, less than twelve percent of the forecast error
is the result of the sysiematic component of analvsis’ forceast
crrors. Of the systemaltic component, abowt seven percent is due
1o bias, and about four pereent due o incfficiency. A similar
pattern holds for the annual samples, although there s
considerable year 1o year variation, with as much as nincuy-five
percent of mean square forecast error accounted for by the
random componcent in some vears, In principle, knowledge of
the systematic error in analysts’ forecasts permits the use of
‘optimal linear correction’ techniques in order to improve
forecast accuracy. This involves employing the predicted values
calculated using the estimated coetficients from regression (4),
above, in place of the forecasts themselves. The effect of the
ordinary least squares regression is to adjust the forecasts by
compensating for their bias and inefficiency. The degree to
which accuracy can be enhanced in this way depends upon the
proportion of the mean square forecast error that is systematic.
The results reported here imply that, assuming that the
underlying data generating process for actual earnings growth
and the method by which analysts form the expectations of
earnings growth remain constant, optimal linear correction of
the forecasts will reduce the forecast error only by about twelve
percent. This is clearly an important result for the users of
analysts’ forecasts.

The second decomposition divides the mean square forecast
error into the error in forecasting average earnings growth in the
economy, the error in forecasting the deviation of average growth
in each industry from average growth in the economy, and the
error in forecasting the deviation of earmings growth for
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Table 3

Farecast Lirror Decomposition

Panel A : Decomposition by Panel B: Decomposition by
Error Type Level ol Aggregation
Bins Inefficiency  Random Feonomy fndustry Firm
Poaled
sumple 7.51 4.07 88.45 921 36.55 h5.25
1982 17.67 15.41 67.25 17.67 46.06 3627
1983 .37 2.12 43,92 4.57 40.21 h5.42
1961 238 1.61 4351 258 3297 13584
1983 6.07 .68 87.57 6.07 213 Rh7.18
1986 8.00 2.96 89.57 3.00 40.59 51.41
1987 16.73 1.86 31.69 16.73 30.15 h3.11
1958 1110 2401 81,13 1110 9977 At 15
1954 2002 K32 7184 2002 2713 K3 K3
1950 9.62 4.49 836.13 3.62 31.68 h8.69
1951 3.85 2.63 34.27 3.55 35.05 63.60
1942 .26 1.78 93.24 {).26 223 67.61
Notas:

Panel A repots the results of the decomposition of mean squuare forecast ermror for each
vear ¢ by crror type, given by:

apape l & . - PREIN-] A R
MSFL — TZ;“’ —dP (1= 8 oo+ 11— g ey

where N, is the sample size in year &, gy is five vear eamings growth from Janwary vear r‘m
Decetber year (44, g is the me dian [orecast of fry reported in April of year ¢ 7, and g

are the average values of g, and g‘f 7y is the slope r()eﬁ'rlt‘nt reported in Panel A ()‘FT-}h]{“
2.0 is rhe correlation coefficient hberween g, and g'(; and 0’ and r1J are: the variances of
e and g, The decomposition Lor the pooled sample is LumpuLLd dver all lrtus and YOALS,

Panel B reports the results of the decomposition of mean squuare forecast ermror for each
vear ¢ by the level of aggregation. given by:

b 3 (g - )

_ _f9 1 S e _ — N, 5
= @2 + 5 > MlZ ) - (-2 Z (g —Te)—(h—TL
) 1

where [ i i3 the number of industries in the \-ll'l’lplt‘ Ay is the number of fitms in industry §,
F,and -‘ﬂf are the average values ol g and g, in mdubLn 7 The decompaosition lor the
pooled sample is the wei ghterl average of the decompositions for the annmual samples, with
weights proportfional te the sample size each year. The table reports each of the
components ol mean square lorccast crror ag a perecnlage ol total mean square lorceast
error.
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individual firms from average industry growth. The results of this
decomposition are reported in Panel B of Table 3. The results
demonstrate that analysts’ forecast inaccuracy derives mainly
from an inability to forecast deviations of individual firm growth
from the average growth rate in its industry. The error in
forecasting deviations of industry growth from the average
growth rate in the economy is also important, but somewhat
smaller than the error in forecasting individual firm growth. In
contrast, analysts’ inability to forecast average earnings growth in
the economy contributes relatively little to their inaccuracy. An
interesting feature of this decomposition is that the proportion
of forecast error generated at the industry level appears to be
diminishing over time, while the proportion generated at the
individual firm level is increasing. This is potentially related to
changes in the methods used by analysts to forecast earnings
growth, or changes in accounting standards.

(vi) The Performance of Analysis® Forecasts Conditional on Firm and
Forecast Characteristics

The foregoing analysis has considered analysts’ long run earnings
growth forecasts as a homogenous group. Ilowever, it is likely
that forecast performance will vary with the characteristics of the
firm whose earnings are being forecast. For instance, one would
cxpect that firms with highly variable cash flows, or thosc for
which little information is available about future earnings
prospects, would be associated with lower forecast accuracy.
Additionally, forecast performance is likely to vary with the size of
the forccast itsclf sinee the cfficiency resulis indicate that low
forecasts are less overlyv-optimistic than high forecasts.

In order 1o investigawe this issuc, the aceuracy, bias and
cfficiency results are reproduced for sub-samples of companics,
partitioned on the basis of markel capitalisation, pricc-carnings
tatio, markct-to-book ratio and the level of the forecast itsclf, For
cach variable, the sample is sorted into ascending order of the
partitioning variable and split into quintiles, with equal numbers
of firms in cach quintile.'” For all the results of this scetion,
resitts are reported for quintiles pooled across all vears only.

Table 1 presents the resulis for forecast accuracy, with the
mean squarce forecast error for cach quintile reported in Panel A,
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There is substantial variation in forecast accuracy across market
capitalisation, price-earnings ratio and forecast earnings growth,
while there is no obvious systematic variation in forecast accuracy
across market-to-book. Forecast accuracy increases with market
capitalisation, with forecasts for the quintile of largest firms more
than twice as accurate as those for the quintile of smallest firms.
There is an inverse relationship between forecast accuracy and
price-earnings ratio, with forecasts for the lowest quintile almost
three times as accurate as those for the highest quintile. The
largest variation in forecast accuracy is with the level of the
forecast itself, with low forecasts being five times more accurate
than high forecasts. In all three cases, variation in forecast
accuracy is monotonic (almost monotonic in the case of price-
earnings and forecast size}, although it does not appear to be
linear, with the largest differences occurring in the lowest and
highest quintiles.

The results of Panel A show that forecast accuracy varies
substantially with market capitalisation, price-earnings ratio and
the forecast itself. 1lowever, these variables are not independent,
and so variation in forecast accuracy with one variable may merely
reflect variation with another. In order to identify the marginal
cffccis of firm and forccast characieristics on forecast. aceuracy,
Panel B of Table 4 reports the regression of the squared forecast
crror on the nawral logarithm of market capitalisation, market-
to-hbook,  price-carnings  and  forceast  carnings  growth.
Tnterestingly, all four variables independently contributle 1o the
explanation of forccast accuracy, with the most influential, in
terms of siatistical significance, being the price-carnings ratio,
followed by the level of the forecast itsclf. The most accurate
forccasts are thercefore low forecasts issued for large companies
with low price-carnings ratios and high markei-to-book ratios.
The four variables 1ogether explain more than thirtcen percent
of the variation in forecast accuracy.

The variation of forecast accuracy with market capitalisation is
not surprising. Information about fuiunure carnings prospects is
likely 10 be more readily available, and of a higher quality, for
larger firms. The variation of forecast accuracy with the forceast
itsclf is consistent with the results on forecast efficiency, The
inverse relationship between forecast accuracy and price-carnings
ralio is harder wo explain, but may be driven by the fact that very
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