¢cal values {n Equation (8) for P

T4

five values of T, (vow 5) féon 1978 to 1979 (s 11.81%.
Howevar, inspection of the annual values reveal that
although r was abnormally depregssed f{a 1975, ics velues
for the next three years exhibited a definice upvard trend,
aud then only declined slightly in 1979. Investors now might
well belfeve that the material rise in the cost of capical
between 1975 and 1979 juscifies the raies of raturn the
company realized in the moTe recant yvears, in wvhich casa
they would rely primarily on the 1978 aund 1979 figures in
forecasting the compsny's future race of raturon. A simple
averzge of these figures is 13,052 and it seaems reasonabla
that investors might conclude that 13X represents the bast
estinate of the long-term return AT4LT {s expeacted teo earn
on cammon equicty.

Ffor the retention rate that fnvestors expact, va
firset ;OCI that a afmple average of the five values of b:
(rov 9) from 1973 to 1979 4s 37.237, However, this averages
is affacted by the lowv rectention vate in 1975, amd 1in
Tecent yesrs, 1977-1979, the retention rate has averaged
38.93%. It seems resasonable that on tha basis of this
data, investors niaﬁt use these recent years, and arrivas
at 392 as the best estimate of AT4T's ratention ratio.

Combining the above values (obtained by using hist::-1-

D b, and r) provides an

0! 1!
astimate of AT4T's cost of equity capital as of March 28,
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1980, of:

k = 3; + br

P
- o

« $ 5.00 + (.39)(.13)
$48.5%0

e .1031 + .0507 = 15.38% ,

Howvever, before accepting this resulct {t may be
{pscructive to pose the following question: What wvould

have been the estidate for k as of June 30, 19791

3. Growth Rate - Receant Desvelooments

Oa June 30, 1979, Value Line sstimated that ATET's
1979 earnings vould be $8.00 per share. The gctual

value of earnings per share for 1979 was $B8.04.

Since we would have been reluctant to estimate kX at that
time without 1979 data, we would have relied on the Value
Line forecast te complets the 1979 annual daca, & proce-
dure wve have used in the nast., Since the Value Line
estimates were extremely cloze to the actual 1979 rvesulrs,
using these estimactes and the historical data would hava
produced the same estimates of b and v obraiced previously.

It is obvicus that $f the daca and analysis do not change

Daterially, we would obtain the sase measurement of the growth

rate at any point dbetween June 30, 1979, and March 28, 1980.

The estimatas which would have bHeen obtained om two

previous dates are provided below:

"1 DR EE ey SHTA-2E-0 10 01 VidIOMdE d3WNSHOn

b

(]

ZC°d 800 0N C7:

|
R



76

Date Dllr0 + be - k
Juane 30, 1979 8.99% 5.07% 14,062
Novembar 19, 1979 9.39% 5.072 14.46%

An estimate {8 provided for November 19, 1979, for
comparative purposes; since an estimate of k was obtainad for
Rochester Telephone Co. on that date of‘lﬁ.BSX.l The
difference in k batween Rochester Talephone and ATST may
be attriduted to ATST's slightly lover business risk dua
to its graater diversification.

The problem can now be ea43ily seen., The estizate of
15.38% obtained for ATSET is correct only 1if we assume that
the larga incresse in the expected rate of inflacion (which
raised the dividend yield om ATST from 8.99% on Ju;c 30,
1979, to 10.31%7 om March 28, 1980) had no effect on the
anticipaced growth Iin the dividend,

It {s extremely unlikely that investors bealieve that
to be true. The rise 12 the expected rate of inflation
has not oculy increasad interest rates, but also the ex-
pectad rate at vhich ATS$T's other costs of production,
such as materials and ladbor, will grow. A continued
expectation that the company will earm & rTeturs on common
of 13% and retsin 39% of earnings would require the bellef

that the rate of growth 1a its revenuas will rise to match

Myrom J. Gordon, Direc¢t Testimony, Before tHe S5tate of
New York Public Utility Commission, In the Matter of
Rochester Telephone Co., Novembar 20, 1979,
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the rise io the rate of growth of its costs. Bowever, Lf
investors fear that the regulstory process will not he

fully respousive to the i{increase in the rate at wvhich the
company's costs sra rising, they will revisae cheir'growch
esctimate dovnward, That 1s, with apy regulatory lag in

tha pass through of higher costs, a rise in the expeacted
inflation rate would raduce investor astimaces of 1on3;run
retutn on common aquity, and would, therafore, rasult {g a
dovaward ravision of expected grovth. In that c;.nt, simply
raising the estimate of AI&I': cost of aquicty capital by thae

increase 1o the dividend yiaeld vould raesult in ap overstate-~

went of the raquired return.

It 15 our judgmant that the raeasponse of invastors
to the rise in the axpected rate of inflation has been a
dowvnward revision in expactations ragarding AT&T's rata of
raturn on common aquity, implying a dowaward ravision {2
its retention rate also, 1In support of this position, wve
note that Value Line loveraed its prediction of 1980 earn~-
ings pear share for ATET to $7.50, and lovered its predicted

1980 dividend per share to §5.00.%

This implies for 1980
an estimace for r of 11.60% and an estimate for b of
33.33%.

Under the preseant turdbulent economic conditicns {t i

extramely difficult to estimate with precision the extent

1 Value Line, Fedbruary 1, 1980,
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ts whizh these vates hava baen revised downward. If the
tevised figuvree ate & 12.50% return ov common equity and
-1’ recentica rate, then the estimated growth vate muse
be ret.>:d from 5.072 to 4.631.1 Addiag ctha lafter figura
£o the current dividend yilald of 10,31X vesults in & cost
~f egqufty capital of 14.94%., .0o the other hand, the risa
n Lpierest rateg over the past six months may be takca ag
¢videnca that tha cost of equity capical has gooe up over
‘% 9smse Time pariod. Heoce, {c some meas:re, this vise (0o
ivTer . -t Ll lead to an upward revir‘on o thae
of tecuin allowed by the numerous regulatory cozmis-

cuw that v cares for AT4T. A geoerous allowence 7o
1 ni.a Laepact of {increases in the alloved ravas of

Svnops fave s racastes of tane ATAET growth razZe v
citt i3 frR valua fro- chae abeve 4H.63% ro 5.25%, This [aczr::

T.9ta Tate - ndpoad stch o the 10,311 dividend yield te-

¥

Nt " ec¢istty capltal ¢t 18 $8X. In cur fadg-~
e ATAET coee of aquity capital wmay well ba as low ay
. likaly to be above 15.5%, and 13.251

TiL,Taeaniw D.L cage vatizatae s of March 28, 1%38Q.

—— — aman

Using this reasoning, the growth rate was adjusted down-
ward by 69 basis points for Rochaster Telephcas. Ibid.,

Supplemental Prepared Direcc Testimony, March 24, 193890.
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A Comprehensive Look at the Empirical Performance of
Equity Premium Prediction II

Amit Goyal
Ivo Welch
Arthanasse Zafirov

September 23, 2021

Abstract

Our paper reexamines whether 29 variables from 26 papers published after Goyal
and Welch (2008), as well as the original 17 variables, were useful in predicting the
equity premium in-sample and out-of-sample. Our samples include the original peri-
ods in which these variables were identified, but ends later (in 2020). Most variables
have already lost their empirical support, but a handful still perform reasonably well.
Overall, the predictive performance remains disappointing.

Reader Please Note: Our paper examines many papers with many different variables in many different ways —
over a thousand numbers altogether. Therefore, this draft contains myriads of formatting (color, background color,
and font-sizing) that are intended to draw the reader’s eye towards important results and away from unimportant
ones. This is not standard journal formatting and will change before the paper is to be submitted to a journal. We
also thank the authors of many papers reexamined here for corrections and feedback. Please bring any other errors
to our attention. Amit Goyal’s website at https://sites.google.com/view/agoyall45 contains a long and detailed

appendix of variable definitions and results when the dependent variable is not logged.
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Since Goyal and Welch (2008), henceforth GW, a large number of papers predicting the
equity premium have been published in top finance journals. It thus seems that academic finance
has conquered the problem of investors’ predicting time-varying future stock market rates of
returns. Many of these papers have further offered strong theoretical foundations for their
proposed variables, presumably increasing faith in their forward-looking stability.

Our own paper here reexamines 29 variables proposed in 26 prominent recently published
papers (Table 1), for which we could relatively easily reconstruct or obtain the predictive variable.
The data in these papers ended between 2000 and 2017. We can replicate and confirm the
principal in-sample findings for all but two of the papers, using a simple but consistent predictive
framework based on uncontrolled OLS forecasting regressions. (Two papers had data issues.)

We then extend the samples by a few years, ending with stock market returns in December
2020—typically about ten extra years of data.. Because our paper reuses the data that the
authors themselves had originally used to discover and validate their variables and theories, all
that the predictors had to do in the few added years was not to “screw up” badly. The original
results should still hold.

Yet, we find that most variables have already lost their predictive ability. Of 29 variables, 25
variables show lower in-sample significance when we use our extended sample period instead of
the authors’ original sample period. Only four variables predicted about equally well or better.
The widespread deterioration in predictive performance partly reflects the fact that the added
years offered great variety. There were three recessions, one in the early 2000s (with 9/11 and
the dot-com end), one in 2008 (the Great Recession) and one in 2020 (the Covid-19 recession);
and there were two major bear markets from 2000-2002 and in 2008 (plus a minor one in
2018). These (perhaps in-retrospect unusually remarkable) episodes could influence either the
independent predictor variable or the dependent predicted equity premium enough to make a
difference in the apparent forecasting ability, even though we also included and thus recycled
the authors’ discovery samples.’

Our paper investigates not only whether variables had good and statistically significant
in-sample and out-of-sample performance, but also the investment timing performance in some
simple investment strategies.

Our first investment strategy was long $1 in the equity premium when the predictive vari-
able was bullish (relative to its prevailing median) and short otherwise. Not a single variable
meaningfully (much less statistically) beat the buy-and-hold equity investment (all-equity-all-
the-time). One can object that being invested in the stock market over the last 20-50 years
was a remarkable positive experience that was tough to beat—though doing so is of course the
point of market-timing. But good all-equity-all-the-time was not the only reason. Half of the
predictors performed so poorly that they not only failed to beat all-equity-all-the-time, they even
lost money in absolute terms. Our second investment strategy tilted far more towards equity. It
was long the equity premium unless the predictor signal was extremely bearish (worse than the

1The recycling obviously gives a large advantage to the considered predictors and does not make our reexaminations
true independent out-of-sample confirmations. However, rather than reflecting type-I errors in the original sample,
the in-retrospect perhaps unusual economic and market performance could also have led to more type-II errors. Both
are limitations of empiricism that are not possible to overcome within our expected lifetimes.

Elecironic copy available at: hitps:/ssm.com/absiracit=3929119



prevailing 25th percentile). Our third and fourth strategies also scaled the investment based on
the Z-magnitude of the signal relative to preceding signals.

Of all variables, only one performed as well the all-equity-all-the-time investment strategy
on the first strategy untilted unscaled timing strategy. On the equity-tilted strategy, 9 variables
had higher returns than all-equity-all-the-time (and of these 9, only half were still significant
in-sample). With both tilt and scale, the tally improved to 13 variables. Even then, not a single
variable outperformed all-equity-all-the-time in a statistically significant manner—in fact, none
could muster an absolute T-statistic above 1.3. Again, this is despite the fact that all timing
strategies could invest during the sample periods in which the variables were identified to begin
with.

As already hinted, not all variables performed poorly. The empirical analysis suggests some
good candidates. The best and most consistent variable was:

Fourth-Quarter Growth Rate in Personal Consumption Expenditures (gpce) was introduced
in Mgller and Rangvid (2015). High personal consumption growth rates this year predict
poor stock-market returns next year.

Empirically, since the 1970s, gpce has only made one modest misstep in its predictive
ability (which was missing the Great Recession bear market). Otherwise, gpce has been
a steady performer. (Nevertheless, a risk-averse investor, as defined by Campbell and
Thompson (2008), would still not have been better off using gpce.)

A number of other variables have good performance on some but not all criteria. Thus,
one could put them on a “watchlist” to monitor whether their performance will improve or
deteriorate in the future. In no particular order:

(Aggressive) Accruals (accrul) was introduced by Hirshleifer, Hou, and Teoh (2009). Aggres-
sive corporate accruals predict low future stock returns.

Tempering our enthusiasm, accrul’s performance was episodic. In fact, it had only one—
though singularly stellar—prediction. In 1999-2001, it strongly and correctly forecast the
post-Tech stock market decline of 2000-2002. Since then, accrul has not moved much.
Thus, its single outlier performance was enough to at first obtain and subsequently avoid
losing its performance in our extended sample. (Incidentally, a risk-averse investor would
not have been better off using accrul.)

Credit Standards (crdstd) was introduced by Chava, Gallmeyer, and Park (2015). Optimistic
credit standards predict poor stock market returns. It had good OOS performance and
usually was the best performer on our investment strategies. Tempering our enthusiasm,
crdstd’s in-sample T-statistic as of 2020 is only —-1.65.

The Investment-Capital Ratio (i/k) was introduced in Cochrane (1991) and included in Goyal
and Welch (2008). High investment this quarter predicts poor stock-market returns next
quarter. Interestingly, like gpce, i/k associates more outlays today with lower market
performance in the future—almost as if the alternative had been stockpiling funds today
to allow for more market investment later.
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For the 13 years from 1975 to 1998, i/k was a poor predictor. In the 22 years since then,
i/k has consistently performed well. Thus, it performs better today than it did in Goyal
and Welch (2008). Tempering our enthusiasm, its estimated IS coefficient in our sample
has declined from -2.17 in the first half to —0.93 in the second half; and i/k could not
outperform all-equity-all-the-time in three of our four timing strategies.

Again, finding that one handful of variables among nine handfuls have good predictive ability
is somewhat disappointing, given not only that these variables were not randomly selected but
also that they were already validated in much of the same sample that we are merely recycling.
In a sense, within a decade or so, most variables have already become dubious or obsolete.

Our paper now proceeds as follows. Section I lays out our performance criteria. Section II
briefly describes the variables and lays out the tables that our analysis refers to. Section III runs
through the performance of each of the variables, in alphabetical order of authors. Section IV
briefly looks at the performance of the most promising variables from the perspective of a risk-
averse investor. Section V takes some liberty in offering some more subjective thoughts on the
overall performance tally.

I Performance Criteria

We first needed a set of variables for which we could confirm the basic predictive results from
papers that published them. This means that we had to be able first confirm the authors’ results
within their sample periods and then be able to extend the variable to 2020. This means we had
to exclude variables that are proprietary and not available to us.?

In our opinion, to be considered a reliable and useful predictor of the equity premium on a
forward-looking basis, a variable should satisfy at least the following set of criteria:

1. The variable should be able to predict the equity premium at a conventional statistical
significance level using OLS in an in-sample regression in our extended sample period.
The absolute T-statistic should at least be 1.65. If this fails, there is little reason to proceed.

2. The model should be reasonably stable, i.e., a variable should not have statistically signifi-
cantly different IS coefficients and/or a sign change in predicting the equity premium in
our sample’s first half and second half—for us, at least at the ~5% level. If this fails, there
is little reason to proceed.

3. The variable should have positive rolling OOS R?, suggesting basic improvement of the
conditional residuals over the unconditional residuals (the latter from a simple prevailing
equity-premium average model).? If this fails, there is little reason to proceed.

2We admit to giving the original paper the benefit of the doubt in trying to follow its methods somewhat more
closely in Table 2 than we do in subsequent tables. Thus, we may use the preferred data frequency and overlap
handling of the authors.

3We note that Campbell and Thompson (2008) discuss reasons when a researcher may want to focus on IS
prediction rather than both IS and QOS prediction, as we do. These reasons usually apply when testing theories in
which the researcher is sure that the model is stable and known by market participants in time.
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4. On our four simple timing investment strategies (untilted and equity-tilted; unscaled and
scaled), the variable should earn higher rates of return than the all-equity-all-the-time
unconditional strategy.

Furthermore, we take into account two heuristic concerns, though they are not “make-or-
break”:

7. The variable’s performance should not be driven almost entirely by its performance in one
or two unusual years only. It should also show reasonably good performance over the last
20-30 years.

8. The variable should offer positive ex-post utility improvement for a quadratic-utility investor
with parameter 5, as suggested by Campbell and Thompson (2008).

We are however tolerant of two problems:

1. We ignore the fact that a variable that has the choice to be statistically significant in one of
three frequencies (say, monthly, quarterly, annually) should be viewed more critically. Sim-
ulations suggest that one should use not the 10% significance level of 1.65 when allowing
consideration of monthly, quarterly, and annual frequencies, but more appropriately a 10%
level of 2.1 on the best of the three. Our failure to impose this more stringent criterion is
partly counterbalanced by the fact that we expect variables to offer performance not just
on IS prediction, but also on other criteria.

2. We ignore the fact that, collectively, the profession has examined many more variables and
that the variables we observe are themselves already highly selected (Lo and MacKinlay
(1990), Harvey, Liu, and Zhu (2016)).

A sufficiently skeptical researcher may therefore want to impose even more stringent criteria. Of
course, a researcher with sufficiently strong positive priors on the model may want to discount
our empirical evidence altogether.
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II Variables and Tables

A. Variables

Table 1 contains the glossary of recently published papers and variables that we investigate. It
explains their meaning and sample availability briefly. This will be followed, in more detail, in
our paper by a paper discussion below; and in most detail in the appendix.

The variables can broadly be grouped into six categories:
Macroeconomic: sbdlev, pce, govik, crdstd, ogap, ndrbl, gpce (and gip), house.
Sentiment: accrul (and cfacc), sntm, ygap, shtint.
Variance-Related: impvar, vrp.
Stock Cross-Section: lzrt, skew, skvw, tail, fbm, rdsp, avgcor.
Other Stock Market: tchi, dtoy (and dtoat), disag;

Commodities: wtexas.
Most stock-market related variables are monthly, most macroeconomic variables are quarterly
or annual.

In addition, our paper also looks again at the performance of 17 variables already investigated
in Goyal and Welch (2008): the dividend-price ratio (d/p), the dividend-yield (d/y), the earnings-
price ratio (e/p), the dividend-payout ratio (d/e), as in Campbell and Shiller (1988); stock
volatility (svar), as in Guo (2006); book-market (b/m), as in Kothari and Shanken (1997) and
Pontiff and Schall (1998); net issuing activity (ntis), as in Boudoukh, Michaely, Richardson, and
Roberts (2007); equity issuing activity (eqis), as in Baker and Wurgler (2000); the T-Bill rate
(tbl), as in Campbell (1987); the long-term yield (lty), the long-term bond rate of return (ltr),
the term-spread (tms), the default yield (dfy), the default rate of return (dfr), as in Fama and
French (1989), the inflation rate (infl), as in Fama and Schwert (1977); private investment (i/k),
as in Cochrane (1991), and “cay, ” as in Lettau and Ludvigson (2001). For precise definitions,
please refer to Goyal and Welch (2008).
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B. Tables

To examine the predictive performance of 46 variables while fitting into the space of a standard
article, we have to be frugal in our descriptions. This is best accomplished by following a standard
format discussing each variable, while referring to a set of common tables. We will do so as
follows.

Our first task is to confirm that we can create variables that match the performance proposed
by the original papers. In most cases, the authors have posted or shared their data series, allowing
us to confirm their key results using our own calculations.*

Table 2 shows our ability to replicate the basic results of the original paper using the original
sample period, and (where possible) the same controls.

Once we have confirmed that we can obtain similar results, we can extend the sample to
2020. Our key results examining IS and OOS performance appear in four tables:

Table 3 shows the prediction performance of log equity premia for variables available on monthly
frequency.®

Table 4 does the same, but for variables available only on a quarterly frequency;

Tables 5 and 6 do the same, but for variables available only on annual frequency—Table 5 for
the calendar year, Table 6 for July-to-June performance with a 6-month recording lag (i.e.,
the predictor being measured as of the previous December).

For the IS performance, we predict the equity-premium based on each variable using a standard
OLS regression. We also look at the stability of the model by dividing the sample into two halves
and estimating the coefficients separately. This gives equal billing to the first and the second
half, thereby not disadvantaging the first few predictions as in our OOS prediction. For the OOS
performance, we focus on the in-time OOS R?,

R2 —1— Zt(rt - ’atfl)z
oo Zt(’”t _thl)z’

where 7,_; is the conditional forecast at time t — 1 and 7,_; is the prevailing mean at time
t —1. We star this “O0S R?” using the MSE-F statistic of McCracken (2007).° The variables are
always constructed on a real-time basis—for example, when variables require filters or regression
coefficients for construction (such as pce), these coefficients are always based only on prevailing
historical values.

4The exceptions were Kelly and Jiang (2014), Piazzesi, Schneider, and Tuzel (2007), and Pollet and Wilson
(2010).

>We are not predicting lower-frequency stock returns with higher-frequency predictors. Thus we need not worry
about overlapping observations. In a previous draft, we found that higher frequency variables generally did not do
better predicting lower-frequency equity premia, either with or without overlap.

®We use MSE-F statistic because we are interested in population-level predictive ability (whether a variable has
any predictive content). One can test finite-sample predictive ability (whether a variable has useful predictive content
given that parameters are estimated). Giacomini and White (2006) study such a question in the context of rolling
regressions (where the null hypothesis then, necessarily, depends on window length).

6
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The results are almost the same if we predict simple rather than log equity premia (available
upon request). We experimented with more sophisticated forecasting, but the inference was
similar enough to recommend the brevity and simplicity of an exposition based on plain OLS
forecasting techniques. This includes our consideration of forecasting and techniques from
Kostakis, Magdalinos, and Stamatogiannis (2015) and Cederburg, Johnson, and O’Doherty
(2019).7

Our OOS period always starts 20 years after the IS period, but never earlier than 1946.
Authors can (perhaps legitimately) complain that there are good reasons why they started their
own analyses earlier or later. Obviously, different starting periods can lead to different results,
just like different ending periods. Our choice was the same as that in Goyal and Welch (2008),
and dictated by the desire to keep the same scheme across our 29 variables. Importantly, our
figures make it easy to assess how different starting period would affect the results.

Next, we show the performance of a risk-neutral investor who seeks to time her investments.
Performance is always based on zero-investment strategies (i.e., either the value-weighted stock
market financed with bills, or bills financed by shorting value-weight stocks).® The unconditional
investment strategy is earning the equity premium itself. We name this all-equity-all-the-time.
The other investment strategy is timed, i.e., conditioned on the variable. When the timing
investor is bullish (i.e., in the market), the unconditional and conditional strategies invest and
earn the same. When the timing investor is bearish, the conditional strategy earns the opposite
of the unconditional strategy.

We consider four variants based on scaled and unscaled timing strategies, and equity-tilted
and untilted timing strategies in Tables 7-10.

The untilted, unscaled timed investment strategy (Table 7) invests either +$1 in the market
(financed by bills) when it is bullish or -$1 in the stock market (saved in bills) when it is bearish.
This conditional strategy decides based on whether the variable is bullish or bearish by looking
above or below its historical median in time, according to the sign of the prevailing coefficient.
The equity-tilted strategy (Tables 9 and 10) switches from long stocks to long bills only if the
signal is very bearish, i.e., at the 25th percentile rather than the median. The scaled strategy
(Tables 8 and 10) first calculates a Z-score in time, i.e., it subtracts the prevailing median
(untilted) or first-quartile (tilted) from the x variable and then divides by the prevailing standard
deviation. It then scales the investment by this Z-score. For example, when the prevailing
forecasting coefficient is positive (so being above the x cutoff [median or first quartile] means
bullish), if the Z-score calculates 0.5, the conditional strategy would short $0.50 in the market
and purchase $0.50 of T-bills. The comparative unconditional strategy would long $0.50 in the
market and purchase $0.50 in T-bills.

"We do however highly recommend both. The latter further looks at a good number of recent prediction variables.
Recent finance literature investigates the pitfalls associated with multiple hypothesis testing. The common approaches
are to control family-wise error rate (Romano and Wolf (2005) and White (2001)) or false discovery rate (Benjamini
and Hochberg (1995) and Benjamini and Yekutieli (2001)). However, these approaches are not suitable for the
nested models that we study here. We thank Todd Clark and Michael McCracken for clarifying these issues for us.

8Zero-investment strategies can always be viewed as “overlays.” Thus, they are comparable but never mutually
exclusive.
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C. Results Preview

There are only five variables that have both a statistically significant in-sample coefficient and
a positive O0S R? (all of which happen to be statistically significant at least at the 10% level).
On a monthly frequency, this is only the T-bill rate (tbl), as in Campbell (1987). On a quarterly
frequency, these are credit standards (crdstd), as in Chava, Gallmeyer, and Park (2015); and
the investment-capital ratio (i/k), as in Cochrane (1991). On an annual frequency, these are
corporate accruals (accrul), as in Hirshleifer, Hou, and Teoh (2009), and the fourth-quarter
growth-rate of personal consumption (gpce), as in Mgller and Rangvid (2015).

Of these five variables, the T-bill rate does not help much in our investment strategies.
The other five are somewhat inconsistent in how much they help—it depends on their exact
deployment. Credit standards and accruals are usually the best performers. However, none
yields returns that are statistically significant

Of these five variables, only three would have made a risk-averse investor no better off: the
T-bill rate, credit standards, and the investment-capital ratio. Only one would have left the
risk-averse investor statistically significantly better off: credit standards.

Of these five variables, accruals was a “one-trick pony.” It helped greatly in the dot-com
aftermath bear market. Sentiment was somewhat similar. gpce was most consistent.

III Empirical Performance

We are now ready to describe the performance of the variables proposed in each recent paper,
in alphabetical order of authors. Our standard discussion template for papers presents each
variable as follows:

1. Amodified version of the original abstract that focuses on relevant aspects. For the complete
version, please refer to the original paper.

2. A basic intuitive explanation of the variable and sample period. This explanation is almost
always insufficient to replicate our version of the variable. The fully detailed discussion
appears in our appendix.

3. A discussion of the performance in four parts: [A] IS performance, including stability
statistics (first half vs second half); [B] OOS R?; [C] OOS investment performance; and
[D] graphical performance.

4. Our somewhat subjective assessment.
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1. AMP: Atanasov, Mgller, and Priestley (2020)

We are now prepared to begin our discussion of AMP.

Abstract: [AMP] introduce a novel consumption-based variable, cyclical consumption, and examine
its predictive properties for stock returns. Future expected stock returns are high (low) when aggre-
gate consumption falls (rises) relative to its trend and marginal utility from current consumption
is high (low). [They] show that the empirical evidence ties consumption decisions of agents to
time-variation in returns in a manner consistent with asset pricing models based on external habit
formation.

Variable: The key variable, pce, measures NIPA seasonally adjusted consumption on nondurables
and services, provided by the Bureau of Economic Analysis, relative to a trend that is identified
by using a filter. pce is available quarterly.

Performance: The performance of pce is as follows:

[A (IS)] We can confirm the strong negative and statistically significant IS coefficient of pce
prior to 2017 in their sample also in our own data (Table 2). We then investigate our
extended sample, which ends in December 2020. Being of quarterly frequency, our key
results appear in Table 4. The two left-most columns show IS performance. We can
confirm that pce also has negative IS significance in our extended sample. The three
middle columns show that the AMP model is reasonably stable across its two halves. (The
IS coefficient is modestly weaker in the second half but not statistically significantly so.)
Given good IS performance, it makes sense to continue and consider OOS performance.

[B (O0S)] pce performed poorly on OOS prediction, as shown in the two right-most column in
Table 4. The OOS R? is a negative —3.44% in our sample.”

[C (Investment)] Table 7 shows that the unbiased untilted OOS annual timing strategy un-
derperformed the all-equity-all-the-time non-timing equivalent by about 2.5% per year.
The three other investment strategies do not show performance better than all-equity-
all-the-time, either. The scaled strategies in Tables 8 and 10 suggest slightly negative
(-0.2%/year) performance, while the equity-tilted but unscaled strategy suggests slightly
positive performance (0.1%/year).

[D (Graphical)] Our performance figures (Goyal and Welch (2008)) show when a variable
performed well and when it did not. Intuitively, in these figures, when the prediction based
on the conditioning variable (here pce) does well, the line increases; when the variable
underperforms (the prevailing mean for the OOS lines), the line decreases. The solid lines
use simple returns, the dashed lines use log returns. The black lines are IS predictions,
the blue lines are OOS predictions (which means the conditional prediction in time is
compared to the unconditional prediction at time ¢, the prevailing mean). A variable that

°In the original paper, the authors began OOS prediction in 1980. This avoided the first 7 years of poor 0OS
performance in our sample. It was enough to keep pce out of the red zone, though not enough to show meaningfully
positive O0S performance (much less with statistical significance). Further unreported investigation shows that our
OO0S starting forecasting quarter was particularly unfortunate for pce. The OOS turns positive with later starting
points, though not statistically significantly so.
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is statistically significant should lie solidly above the O line.' The authors’ original end of
sample is shown with a vertical dotted red line.

Figure 1 shows that the predictive performance of pce was quite good in-sample (IS),
although much of its good IS performance appeared in the first 20 years. Since about
1975, the IS performance has been more modest. In contrast, the OOS performance was
poor for the first 10 years, reaching its lowest cumulative point when (mis-)predicting the
equity-premium in Q2-1982 with pce of Q1-1982. It was largely unremarkable thereafter.
The red line shows that the variable did perform well OOS in 2020, which was after the
original sample had ended in 2017.

Evaluation: We dismiss pce as a useful predictor of equity premia, based on poor and insignificant
0OO0S performance. Presumably, if the evidence in Atanasov, Mgller, and Priestley (2020) was
consistent with asset pricing models based on habit formation, the extended evidence should
now be viewed as unsupportive.

2. AMS: Adrian, Monch, and Shin (2010)

Abstract: [AMS] document that financial intermediary balance sheet aggregates contain strong
predictive power for excess returns on a broad set of equity ... portfolios. [These] results provide
support to the hypothesis that financial intermediary balance sheet quantities matter in the determi-
nation of risk premia...Our findings point to the importance of financing frictions in macroeconomic
dynamics and asset pricing.

Variable: AMS entertain a number of potential variables and use Lasso to select, as their
strongest candidate, the quarterly variable 'ySBRDLRIlevg’. Unfortunately, their definition of
ySBRDLRIevg can and does cause negative denominators in their ratio, raising doubts about
its definitional validity. We modify their definition to a variant, sbdlev.!’ sbdlev is available
quarterly.

19The blue range is the +2 standard deviation range for OOS prediction, based on an MSE-T statistic Diebold and
Mariano (1995), which is related to but not identical to the MSE-F statistic used to star the OOS R? in the tables.

11AMS do not want to measure the ratio of world assets over world equity, but (presumably a proxy for) the ratio
of domestic assets over domestic equity. They thus calculate

World Domestic & Foreign Financial Assets
World SBD Equity — (FDI Equity + FDI Non-Equity)

FDI Assets

ySBRDLRlevg = log

Domestic Equity Proxy If FDI Non-Equity is small

where SBD is “security-broker-dealer” and FDI is “foreign direct investment.” FDI equity alone is unfortunately not
available, making it impossible to accurately calculate Domestic Equity. They thus subtract FDI total assets (not just
equity) in the denominator, which is reasonable if FDI non-equity investment is very small. (It is also not clear to us
why they use world assets in the numerator.) We can modestly improve on their variable and avoid zero or negative
denominators by using “World SBD equity - RoW FDI Equity * (SBD FDI/RoW FDI)” where RoW is the result of the
world. We dub our variable sbdlev. sbdlev has good correlation with a version of yYSBRDLRlevg emailed to us by the
authors.

10

Elecironic copy available at: hitps:/ssm.com/absiracit=3929119

[Figure 1 here: ‘IS and
0O0S Predictive Perfor-
mance of AMP pce
(quarterly)’]



Performance: [A] Table 2 shows that our coefficient of —0.03 (T of —1.04) cannot replicate AMS’
significant negative coefficient of -0.09 (T of —3.01) in the same sample (-2009). The table also
shows that the shdlev model was unstable. The IS coefficient switches sign from positive in the
first half (“H1”) to negative in the second half (“H2”) in our sample. This is also the case in our
extended sample ending in 2020. Table 4 shows that the IS coefficient switched from positive to
negative, with the overall coefficient having a T-statistic of 0.87. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B-D] The OOS and investment performance is
always poor, too. Thus, we also do not graph pce’s performance.)

Evaluation: We dismiss sbdlev as a useful predictor of equity premia, due to lack of replicability
and both poor IS and OOS performance. Presumably, if the evidence in Adrian, Monch, and Shin
(2010) was consistent with a role for financial intermediary frictions, the extended evidence
should now be viewed as inconsistent.

3. BPS: Bakshi, Panayotov, and Skoulakis (2011)

Abstract: [BPS] present an option positioning that allows [them] to infer forward variances from
option portfolios. The forward variances [they] construct from equity index options help to predict
... (iii) stock market returns... .

Variable: BPS synthesize the exponential of integrated variance using a strip of European calls
and puts, written on the market index. impvar is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
impvar in the original sample period (-2008). In our extended sample (-2020), the IS coefficient
is no longer statistically significant (Table 3). Moreover, the model was always unstable: The IS
coefficient switches sign from the first half (H1) to the second half, both in the original and in
our own sample. Thus, with poor IS performance, further OOS investigation seems unwarranted.
([B] The OOS R? of impvar is negative. [C] The investment performance of impvar was poor.
When not tilted towards equity, impvar not only does not beat all-equity-all-the-time, it even
loses money in absolute terms. When tilted towards equity and unscaled, it barely manages to
avoid such exceptionally bad performance.) [D] Figure 2 shows why our results are so different
from the authors’: impvar collapsed completely in the Great Recession, just after the BPS sample
had ended in Sep 2008. Specifically, impvar’s Sep and Oct 2008 values failed to predict the -18%
and -8.5% drops in the value-weighted market rate of return in Oct and Nov 2008.

Evaluation: We dismiss impvar as a useful predictor of equity premia, based on poor IS and
0OO0S performance. Presumably, if the evidence in Bakshi, Panayotov, and Skoulakis (2011) was
consistent with a role for implied volatility, the extended evidence should now be viewed as
inconsistent.
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4. BTZ: Bollerslev, Tauchen, and Zhou (2009)

Abstract: Motivated by the implications from a stylized self-contained general equilibrium model
incorporating the effects of time-varying economic uncertainty, [BTZ] show that the difference
between implied and realized variation, or the variance risk premium, is able to explain a nontrivial
fraction of the time-series variation in post-1990 aggregate stock market returns, with high (low)
premia predicting high (low) future returns. [The] empirical results depend crucially on the
use of “model-free,” as opposed to Black-Scholes, options implied volatilities, along with accurate
realized variation measures constructed from high-frequency intraday as opposed to daily data. The
magnitude of the predictability is particularly strong at the intermediate quarterly return horizon...
BTZ is the most-cited paper in our set, with about 1,500 Google scholar citations..

Variable: Unlike other variables, we did not compute vrp ourselves. Instead, it is updated
regularly by the authors themselves and posted on their website. vrp is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of vrp in the original sample period (-2007). In our extended sample (-2020), the IS coefficient
is no longer statistically significant. The IS T-statistic is now 0.12. Moreover, the model has
become unstable. The coefficient is now negative in the second half of the extended sample.
Thus, with poor IS performance, further OOS investigation seems unwarranted. ([B] The OOS
R? of vrp is negative. [C] The investment performance of vrp was poor. In fact, it is between
-0.7%/year and 4.3%/year, always greatly underperforming all-equity-all-the-time (6.4%/year
and 7.7%/year).)

[D] Figure 3 shows that vrp did well following the Great Recession. However, it collapsed
badly in early 2020. In Feb 2020, vrp predicted +3.52%, much above the prevailing mean of
+0.66%. Because the actual Mar 2020 equity premium was —12.32%, the relative errors were
-15.84% vs. —12.98%, with a squared difference of about —0.8%. In Mar 2020, vrp reversed itself,
predicting —-14.57% for Apr 2020 (vs. 0.62%). Because the actual Apr 2020 equity premium was
+12.89%, the relative errors were 27.46% vs. 12.26%. This increased the cumulative squared
difference by a further dramatic 6%, thereby falling off our common (monthly return) chart
scale of —-3% to +3%. Obviously, this poor performance after their sample had ended explains
why our inference is different.

Evaluation: We dismiss vrp as a useful predictor of equity premia, based on poor IS and OOS
performance.

Presumably, if the evidence in Bollerslev, Tauchen, and Zhou (2009) was consistent with
their stylized self-contained general-equilibrium model with time-varying economic uncertainty,
the extended evidence should now be viewed as inconsistent.
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5. BY: Belo and Yu (2013)

Abstract: [BY find that] high rates of government investment in public sector capital forecast high
risk premiums.... This result is in sharp contrast with the well-documented negative relationship
between the private sector investment rate and risk premiums. To explain the empirical findings,
[BY] extend the neoclassical g-theory model of investment and specify public sector capital as an
additional input in the firm’s technology. [They] show that the model can quantitatively replicate
the empirical facts with reasonable parameter values if public sector capital increases the marginal
productivity of private inputs. Naturally, their finding has a strong policy implication, in that it
suggests that governments may want to tax and invest more in infrastructure on the margin.

Variable: Their key variable, govik, measures government investment (in contrast to i/k described
later, which measures corporate investment). Their original paper’s Figure 1 also shows that
govik peaked in 1950, then declined until 1982, increased sharply during the Reagan years, then
stayed constant, and finally declined again from 2002 to 2010. govik is available quarterly.

Performance: [A] We can confirm the (small) positive and statistically significant IS coefficient
of govik in the original sample period (-2010). In our extended sample, the T-statistic drops
to 1.67 (Table 4). The model was always unstable. Both in the original and our own sample
period, the IS coefficent turned negative in the second half. Thus, with poor IS performance,
further QOS investigation seems unwarranted. ([B] The OOS R? of govik is negative. [C] The
investment performance of govik was poor—indeed exceptionally poor. Except for the unscaled
equity-tilted strategy, not only did govik not beat all-equity-all-the-time, it even lost money.)

[D] Figure 4 shows that all of the good IS performance was due to early performance. Since
about 1960, govik has not had any good IS power. The OOS performance had some good
predictions, specifically in 1970 and again during the oil-crisis from 1973 to 1974, but has
underperformed ever since.

Evaluation: We dismiss govik as a useful predictor of equity premia, based on “ancient-only” IS
performance and poor OOS performance. Presumably, if the evidence in Belo and Yu (2013) was
consistent with a role for useful government infrastructure investment, the extended evidence
should now be viewed as inconsistent.

6. CEP: Chen, Eaton, and Paye (2018)

Abstract: [CEP] constructs and analyzes various measures of trading costs in US equity markets
covering the period 1926-2015. These measures contain statistically and economically significant
predictive signals for stock market returns and real economic activity. [They]...find strong evidence
that the component of illiquidity uncorrelated with volatility forecasts stock market returns...

Variable: lzrt is the log of the number of zero returns. The series has structural break adjustments
for tick-size reductions in 1997 and 2001 (these are included by regressing the series on binary
variables that take the value of 1 after the tick-size reductions, and O otherwise, then taking the
residuals as the final series). lzrt is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of lzrt in the original sample period (-2015). In our extended sample (-2020), the IS coefficient
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is no longer statistically significant. The T-statistic falls to 0.96. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B] The OOS R? was positive (Table 3). [C] The
investment performance of lzrt was poor. Without the heavy equity tilt, lzrt even loses money
in absolute terms. With equity tilt, lzrt still greatly underperforms all-equity-all-the-time.) [D]
Figures 5 illuminates the performance. On a monthly basis, Chen, Eaton, and Paye (2018)
caught the variable nearly at its best. It had outperformed in the Great Recession. However, lzrt
collapsed in the Covid year of 2020. Otherwise, lzrt was fairly unremarkable.

Evaluation: We dismiss lzrt as a useful predictor of equity premia, due to poor IS performance,
poor investment performance, and only-episodic superior 0OS R? performance (in the Great
Recession). Presumably, if the evidence in Chen, Faton, and Paye (2018) was consistent with a
role for illiquidity, the extended evidence should now be viewed as unsupportive.

7. CGMS: Colacito, Ghysels, Meng, and Siwasarit (2016)

Abstract: [CGMS] document that the first and third cross-sectional moments of the distribution of
GDP growth rates made by professional forecasters can predict equity excess returns, a finding that
is robust to controlling for a large set of well-established predictive factors...time-varying skewness
in the distribution of expected growth prospects in an otherwise standard endowment economy
can substantially increase the model-implied equity Sharpe ratios, and produce a large amount of
fluctuation in equity risk premiums.

Variable: CGMS kindly worked with us to isolate the cause for the difference between their
data series and our own recalculation. The principal reason is that the data provided by the
vendor are different than the data used by CGMS.

Performance: [A] We cannot confirm the significant IS coefficient of skew with the correct
vendor data. Our own skew calculation shows no useful predictive ability.

Evaluation: We dismiss skew as a useful predictor of equity premia, due to irreproducibility.

8. CGP: Chava, Gallmeyer, and Park (2015)

Abstract: [CGP analyze] U.S. stock return predictability using a measure of credit standards
(‘Standard’) derived from the Federal Reserve Board’s Senior Loan Officer Opinion Survey on Bank
Lending Practices. Standards is a strong predictor of stock returns at a business cycle frequency,
especially in the post-1990 data period. Empirically, a tightening of Standards predicts lower future
stock returns. Standards perform well both in-sample and out-of-sample and is robust to a host of
consistency checks. Standards captures stock return predictability at a business cycle frequency and
is driven primarily by the ability of Standards to predict cash flow news.

Variable: crdstd is as obtained from the survey data by the Fed. crdstd is available quarterly.

Performance: [A] We can confirm the positive and statistically significant IS coefficient of
crdstd in the original sample period (-2013). However, in our extended sample (-2020), the IS
T-statistic drops to 1.65. Moreover, the coefficient is also not climbing but falling, having declined
from the first to the second half of the sample (albeit not statistically significantly so). [B] The
00S R? of crdstd is positive. [C] The investment performance of crdstd was mostly good. With
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either scaling or equity-tilting, crdstd performed well, earning between 2%/year and 6%/ year
more than all-equity-all-the-time. Only in a no-scaling no-equity-tilt strategy did it modestly
underperform all-equity-all-the-time. [D] Figure 6 shows that crdstd had great performance
early on—predicting well from 2000 to mid-2002. Since 2003, crdstd performance has been
unremarkable, with a short temporary spike around the time of the Great Recession (predicting
0Q1-Q2 2009).

Evaluation: We are concerned that crdstd has an IS T-statistic this low, and that practically all its
good performance originates from its first four years in the sample. However, we consider crdstd
worth watching. It is one of the variables mentioned in our introduction.

9. CP: Cooper and Priestley (2009)

Abstract: [CP show that] the output gap, a production-based macroeconomic variable, is a strong
predictor of U.S. stock returns. It is a prime business cycle indicator that does not include the level
of market prices, thus removing any suspicion that returns are forecastable due to a “fad” in prices
being washed away. The output gap forecasts returns both in-sample and out-of-sample, and it is
robust to a host of checks...

Variable: The output gap (ogap) is the deviation of the log of industrial production from a trend
that incorporates both a linear and a quadratic term. ogap is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
ogap in the original sample period (-2005). In our extended sample (-2020), the IS coefficient is
no longer statistically significant. The IS T-statistic is now —0.62. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B] The OOS R? of ogap is negative. [C] The
investment performance of ogap was poor. It always underperforms all-equity-all-the-time.'?)
[D] Figure 7 shows that the IS performance was steady. However, the OOS performance early
on was very poor, so the (unremarkable) improvements from 1950 to 2020 are insufficient to
make much difference one way or another. The variable simply did not move much.

Evaluation: We dismiss ogap as a useful predictor of equity premia, based on its insignificant IS
coefficient (and poor OOS performance). Presumably, if the evidence in Cooper and Priestley
(2009) was consistent with a role for the output gap, the extended evidence should now be
viewed as unsupportive

10. DJM: Driesprong, Jacobsen, and Maat (2008)

Abstract: [DJM show that] changes in oil prices predict stock market returns worldwide...These
results cannot be explained by time-varying risk premia as oil price changes also significantly predict
negative excess returns. Investors seem to underreact to information in the price of oil. A rise in oil
prices drastically lowers future stock returns. Consistent with the hypothesis of a delayed reaction
by investors, the relation between monthly stock returns and lagged monthly oil price changes
strengthens once we introduce lags of several trading days between monthly stock returns and lagged
monthly oil price changes.

12The authors showed positive OOS significance, because they started predicting in 1948 rather than 1926.
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Variable: wtexas is the price of West-Texas Intermediate crude oil, as obtained from Global
Financial Data services. We also extend the sample backward from 1973, when Driesprong,
Jacobsen, and Maat (2008) begin. wtexas is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
wtexas in the original sample period (-2004). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of —1.47. Thus, with poor IS performance,
further QOS investigation seems unwarranted. ([B] The OOS R? of wtexas is negative (-0.12).
[C] The investment performance of wtexas was inconsistent. When unscaled, it performed
terribly, even losing money in absolute terms. When scaled, it performed about as well as
all-equity-all-the-time, even beating it by a tiny 0.3% per year.) [D] Figure 8 shows that wtexas
had good annual OOS R? performance in the 1973 oil crisis, specifically in Oct and Nov 1973,
when the oil price went from $3.51/b to $13.37/b. It collapsed in June 2008, when the oil price
dropped from $139/b to $39/b. The latter occurred just after Driesprong, Jacobsen, and Maat
(2008) was published, which explains the difference between their results and our own.

Evaluation: We dismiss wtexas as a useful predictor of equity premia, based on its insignificant
IS coefficient and poor OOS R?. Presumably, if the evidence in Driesprong, Jacobsen, and Maat
(2008) was consistent with models of delayed reaction by investors (offering simple high trading
profits), the extended evidence should now be viewed as inconsistent

11. HHT: Hirshleifer, Hou, and Teoh (2009)

Abstract: [HHT] examine whether the firm-level accrual and cash flow effects extend to the aggregate
stock market. In sharp contrast to previous firm-level findings, aggregate accruals is a strong positive
time series predictor of aggregate stock returns, and cash flows is a negative predictor... These findings
suggest that innovations in accruals and cash flows contain information about changes in discount
rates, or that firms manage earnings in response to marketwide undervaluation.

Variable: HHT introduce two variables: cfacc and accrul. The latter is the difference between
earnings and cash flows. HHT use these variables only on annual frequency. For our purposes, it
is important to recognize that the two variables are reported by corporations only a few months
after the closing of their fiscal years. (Our Jan-to-Dec numbers assume no reasonable reporting
lag.) Ergo, our focus are on the Jul-to-Jun numbers reported below, which are the only investable
ones.

» The Accruals Component (accrul)

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of accrul in the original sample period (-2005). Tables 5 and 6 shows that this also holds in our
extended sample (-2020) and especially in our Jul-Jun mid-years. [B] Remarkably, accrul offers
good OOS R?, too. Somewhat unexpectedly, the OOS R? is higher than the IS R2. [C] Only the
untilted and unscaled timing strategy underperformed all-equity-all-the-time (Table 7). (Because
of its stability (low standard deviation), with its negative investment performance, accrul also
had the single-worst Sharpe ratio in our $1 investment table.) However, as soon as accrul is
scaled (Table 8) or tilted towards equity (Table 9), accrul timing outperforms all-equity-all-the-
time. Intuitively, Both tilting and scaling place more emphasize on accrul’s strong and decisive
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calls from 1999-2001, with good prediction of the poor market performance in 2000-2002.
[D] Figures 9 and 10 explain why accrul performed so well. Figure 9 shows that aggregate
accruals were perennially quite flat, with two stark exceptions: 1973-1974 (conservative) and
1999-2001 (aggressive). The former occurred before our OOS analysis begins. Figure 10 shows
that the latter was a great call. The market declined greatly in 2000-2002, following the dot-com
years. In “ordinary years,” aggregate accruals were unremarkable. They barely budged.

Evaluation: accrul is a difficult variable to assess due to its episodic performance.

One can share the view of HHT that managers’ over-optimism or over-pessimism anticipated
the (opposite) reversal of investors’ sentiment in a particular kind of market exuberance fol-
lowed by its predictable collapse. (Of course, corporate managers would have had to have the
appropriate prescience, ignored by funds and other market participants.)

Or one can take the view that the 1999-2001 event was too singular a period to make it
likely that accrul will help again predict equity premia in the future. (We will also briefly discuss
below that a risk-averse investor would not want to use accrul for timing.)

» The Cash Flow Component (cfacc)

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of cfacc in the original sample period (-2005). The key problem for cfacc is that it performs well
only if there is no reporting lag (Jan-Dec but not Jul-Jun). With a reporting lag, the IS T-statistic
falls from —3.08 to —1.42. [B] The OOS R? of cfacc is negative in the investible Jul-Jun version.

Evaluation: We dismiss cfacc as a useful predictor of equity premia, based on poor IS and OOS
performance in the investable Jul-to-Jun data set.

12. HJTZ: Huang, Jiang, Tu, and Zhou (2015)

Abstract: [HJTZ] propose a new investor sentiment index that is aligned with the purpose of
predicting the aggregate stock market. By eliminating a common noise component in sentiment
proxies, the new index has much greater predictive power than existing sentiment indices have both
in and out of sample, and the predictability becomes both statistically and economically significant.
In addition, it outperforms well-recognized macroeconomic variables and can also predict cross-
sectional stock returns sorted by industry, size, value, and momentum. The driving force of the
predictive power appears to stem from investors’ biased beliefs about future cash flows.

HJTZ can be viewed as combining the sentiment measure of Baker and Wurgler (2007), which
was designed for the cross-section and not for market timing, with the in-sample optimization
method of Kelly and Pruitt (2013).

Variable: sntm uses the Baker and Wurgler (2007) six sentiment variables, but weights them to
optimize the predictive performance in sample using the technique pioneered in Kelly and Pruitt
(2013).

Figure 12 plots the time-series of sntm. Sentiment was very pessimistic in 1968-1969, 1982,
and 2000-2001; and very optimistic in 1974-1976. Oddly, sentiment does not have intuitive
time-series behavior. Figure 12 shows that sntm was not particularly optimistic in 1998-1999
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(though it did collapse later in 2001-2002), and that it has remained fairly steady throughout
the Great Moderation, the Great Recession and Covid.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
sntm in the original sample period (-2010). The T-statistic is 2.6 and 2.7 in our basic and extended
sample. We note that this seems low, given the use of the Kelly and Pruitt (2013) in-sample
optimization. ([B] The OOS R? of sntm is negative (-1.24). [C] sntm always underperforms
all-equity-all-the-time. [D] Figure 13 explains when sntm performed well: Like accrul, sntm
moves relatively little most of the time. However, the times when sntm did move are different
from the times when accrul moved. sntm was very low, spiking down in 1969-70, 1982, and
2001-2. Only the latter is in our OOS R? sample. This was a good call.

Evaluation: Like accrul, sntm is a difficult variable to assess. Since 2002, sntm has not moved
much. However, just before then, it appropriately predicted ongoing good performance from
1995 to 1998 and called the poor performance in 2001 and 2002.

13. JT: Jones and Tuzel (2013)

Abstract: [JT] investigate the asset pricing and macroeconomic implications of the ratio of new
orders (NO) to shipments (S) of durable goods. NO/S measures investment commitments by firms,
and high values of NO/S are associated with a business cycle peak. We find that NO/S proxies for a
short-horizon component of risk premia not identified in prior work. Higher levels of NO/S forecast
lower excess returns on equities...at horizons from one month to one year. These effects are generally
robust to the inclusion of common return predictors and are significant on an out-of-sample basis as
well...

Variable: ndrbl is the ratio of new orders to shipments of durable goods, obtained from the
Census Bureau. Jones and Tuzel (2013) interpret their variable as a forecast of future investment
growth. ndrbl is available monthly.

Performance: [A] We can confirm the strong negative and statistically significant IS coefficient
of ndrbl in the original sample period (-2009). However, the IS coefficient has weakened, with
declining H2 performance. In our extended sample (-2020), the IS coefficient is just barely
statistically significant, with a T-statistic of —=1.73. [B] The OOS R? of ndrbl is negative.'® [C] The
investment performance of ndrbl was poor. [D] Figure 14 shows that much of the good in-
sample performance was due to the performance in 1974-1975, i.e., predicting the oil-shock
bear market. This was too early to be included in our OOS prediction. Since then, ndrbl has also
been unremarkable in-sample. In the aftermath of the Tech collapse, ndrbl performed poorly,
mispredicting 2001 and 2002, which ruined its OOS performance. Otherwise, with modest
spikes in the Great Recession and Covid, ndrbl was mostly unremarkable.

130ur 0O0S periods always begin 20 years after a variable is available. In contrast, Jones and Tuzel (2013, Table 8)
start after 5 or 10 years. Thus, with a data start of 1958, they still include the stellar oil-crisis 1974-1975 performance
of ndrbl (see Figure 14), whereas we do not. Looking back to Table 2, the model coefficients also declined over their
sample, though they did not do so in a statistically significant manner. JT also use quarterly frequency data for their
0O0S prediction, whereas we remain with the frequency of the main results, monthly. The reader can thus consider
the OOS performance of JT to be sensitive rather than negative.
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Evaluation: We dismiss ndrbl as a useful predictor of equity premia, based on its marginal IS
significance and poor OOS performance.

14. JZZ: Jondeau, Zhang, and Zhu (2019)

Abstract: [JZ7Z find that] average skewness, which is defined as the average of monthly skewness
values across firms, performs well at predicting future market returns. This result still holds after
controlling for the size or liquidity of the firms or for current business cycle conditions. [They]
also find that average skewness compares favorably with other economic and financial predictors of
subsequent market returns. The asset allocation exercise based on predictive regressions also shows
that average skewness generates superior performance.

Variable: skvw is as described in the authors’ abstract. Note that this is not the average time-series
skewness of the market index itself, but a cross-sectional skewness. skvw is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
skvw in the original sample period (-2016). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of 0.04. The model is unstable, as its IS
coefficient switches from positive to negative in the second half. Thus, with poor IS performance,
further OOS investigation seems unwarranted. [B] The OOS R? of skvw is negative. The decline
in significance OOS in our extended sample relative to their original sample mirrors the decline
in significance IS. [C] The investment performance of skvw was poor. The strategies not tilted
towards equity even lost money in absolute terms. [D] Figure 15 shows that skvw always
performed poorly.

Evaluation: We dismiss skvw as a useful predictor of equity premia, based on its poor IS and OOS
performance. Presumably, if the evidence in Jondeau, Zhang, and Zhu (2019) was consistent
with a role for average of individual skewnesses, the extended evidence should now be viewed
as unsupportive

15. KJ: Kelly and Jiang (2014)

Abstract: [KJ] propose a new measure of time-varying tail risk that is directly estimable from the
cross-section of returns. [They] exploit firm-level price crashes every month to identify common
fluctuations in tail risk among individual stocks. [The] tail measure is significantly correlated with
tail risk measures extracted from S&P 500 index options and negatively predicts real economic
activity. We show that tail risk has strong predictive power for aggregate market returns.

Variable: tail is as described in the authors’ abstract. Note that tail is not the tail risk of the
market index itself, but a cross-sectional statistic. tail is available monthly.

Performance: [A] We can confirm the positive and statistically significant IS coefficient of tail
in the original sample period (-2010). In our extended sample (-2020), the IS coefficient is no
longer statistically significant, with a T-statistic of 0.21. The model is also unstable, with the
IS coefficient turning from negative in the first half to positive in the second half. Thus, with
poor IS performance, further OOS investigation seems unwarranted. [B] The OOS R? of tail
is negative. The decline in significance OOS in our extended sample relative to their original
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sample mirrors the decline in significance IS. [C] The investment performance of tail was poor.
[D] tail offered no remarkable performance or episodes. The variable barely budged and the
predictive coefficient was not large, which is why the performance relative to the equity premium
remains rather flat and unremarkable.

Evaluation: We dismiss tail as a useful predictor of equity premia, based on its poor IS and OOS
performance. Presumably, if the evidence in Kelly and Jiang (2014) was consistent with a role
for a new measure of risk, the extended evidence should now be viewed as inconsistent

16. KP: Kelly and Pruitt (2013)

Abstract: [KP find that] returns and cash flow growth for the aggregate U.S. stock market are highly
and robustly predictable. Using a single factor extracted from the cross-section of book-to-market
ratios, [they] find an out-of-sample return forecasting R? of 13% at the annual frequency (0.9%
monthly)... We present a model linking aggregate market expectations to disaggregated valuation
ratios in a latent factor system. Spreads in value portfolios’ exposures to economic shocks are key
to identifying predictability and are consistent with duration-based theories of the value premium.
Oliveira (2022 exp) show that Kelly and Pruitt (2013) is sensitive to a number of implementation
choices, although this is in turn disputed by Kelly and Pruitt (2022 exp).

Variable: fbm constructs its variable based on a partial least squares (PLS) technique that extracts
a latent factor most relevant for predicting returns by exploiting the relationship between
the predictors and the returns being forecast. fbm is an outlier in terms of its predictive IS
performance, because it was optimized (fitted in PLS) based on ex-post data to do so. fbm is
available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of fbm in the original sample period (-2010). Note that fbm is optimized to maximize the
IS performance. Thus, it also performs very well in our extended sample. [B] The OOS R?
of fbm is negative. Further unreported analysis shows that the discrepancy in reported OOS
between KP and us can be traced to three issues: [1] their OOS prediction started in 1980, our’s
in 1946 (for consistency across all papers); [2] their OOS prediction ended in 2010, our’s in
2020; and [3] they predict (log) market returns, we predict (log) equity premia. Each of these
matters and together they explain why they have a positive 00S R? and we have a negative one.
[C] The investment performance of fbm was poor. [D] Figure 17 shows consistently inferior
0O0S performance over the entire sample period. (It makes no sense to plot fbm IS, because it is
highly optimized in this respect.) This suggests that fbm is simply overfitted.

Evaluation: We dismiss fbm as a useful predictor of equity premia, based on its poor OOS
performance. Presumably, if the evidence in Kelly and Pruitt (2013) was consistent with high
and robust predictive ability and a model linking aggregate market expectations to disaggregated
valuation ratios (with spreads in value portfolios being key together with duration-based theories
of the value premium), the extended evidence should now be viewed as inconsistent
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17. LY: Li and Yu (2012)

Abstract: Motivated by psychological evidence on limited investor attention and anchoring, [LY]
propose two proxies for the degree to which traders under- and overreact to news, namely, the
nearness to the Dow 52-week high and the nearness to the Dow historical high, respectively. [LY]
find that nearness to the 52-week high positively predicts future aggregate market returns, while
nearness to the historical high negatively predicts future market returns....

Variable: LY introduce two variables: dtoy and dtoat. The former is the scaled current difference
to the 52-week high of the Dow Jones index, the latter is the current difference to the lifetime
high. Because the Dow-Jones was mostly moving up, the distance was often near its maximum
of 1. The variables are available monthly.

» Distance to Historical Maximum Price of the Dow-Jones index (dtoy)

Performance: [A] We can confirm the positive and statistically significant IS coefficient of dtoy
in the original sample period (-2009). In our extended sample (-2020), the IS coefficient is no
longer statistically significant, with a T-statistic of 0.40. Moreover, the model seems unstable.
The coefficient turns from positive to negative in the second half. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B] The OOS R? of dtoy is negative. [C] The
investment performance of dtoy was poor. Unless equity-tilted, dtoy not only underperforms
all-equity-all-the-time, it even loses money in absolute terms. When equity-tilted, it “merely”
underperforms all-equity-all-the-time.)

Evaluation: We dismiss dtoy as a useful predictor of equity premia, based on poor IS and OOS
performance. Presumably, if the evidence in Li and Yu (2012) was consistent with models of
psychological evidence on limited investor attention and anchoring, the extended evidence
should now be viewed as inconsistent.

» Distance to Maximum Price Lifetime (dtoat)

Performance: [A] We can confirm the strong negative and statistically significant IS coefficient
of dtoat in the original sample period (-2009). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of —0.32. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B] The OOS R? of dtoat is negative. [C] The
investment performance of dtoat was poor. dtoat not only underperforms all-equity-all-the-time,
it even loses money in Tables 7, 8, and 9. It “merely” underperforms all-equity-all-the-time in
Table 9, the equity-tilted unscaled strategy.)

Evaluation: We dismiss dtoat as a useful predictor of equity premia, based primarily on poor
IS and OOS performance. Presumably, if the evidence in Li and Yu (2012) was consistent with
models of psychological evidence on limited investor attention and anchoring, the extended
evidence should now be viewed as inconsistent.
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18. Maio(13): Maio (2013)

Abstract: The focus of this article is on the predictive role of the stock-bond yield gap—the difference
between the stock market earnings (dividend) yield and the 10-year Treasury bond yield—also
known as the “Fed model”. The results show that the yield gap forecasts positive excess market
returns...the yield gap has reasonable out-of-sample predictability for the equity premium when the
comparison is made against a simple historical average, especially when one imposes a restriction of
positive equity premia....An investment strategy based on the forecasting ability of the yield gap
produces significant gains in Sharpe ratios.

Variable: Maio (2013) calculates the Fed model as the dividend-price ratio net of the 10-year
government bond yield, the latter multiplied by 10. We use a corrected definition, which removes
the multiplication factor. ygap is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of ygap in the original sample period (-2008), though with lower statistical significance. In
our extended sample (-2020), the IS coefficient is no longer statistically significant, with a T-
statistic of 0.67. Thus, with poor IS performance, further OOS investigation seems unwarranted.
([B] The OOS R? of ygap is negative. [C] The investment performance of ygap was poor, with
three out four strategies not just not beating all-equity-all-the-time, but losing money in absolute
terms.)

Evaluation: We dismiss ygap as a useful predictor of equity premia, based on poor IS and OOS
performance. Presumably, if the evidence in Maio (2013) was consistent with the Fed Model as
a predictor, the extended evidence should now be viewed as inconsistent.
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19. Maio(16): Maio (2016)

Abstract: [Maio] examines whether stock return dispersion (RD) provides useful information about
future stock returns. RD consistently forecasts a decline in the excess market return at multiple
horizons, and compares favorably with alternative predictors used in the literature. The out-of-
sample performance of RD tends to beat the alternative predictors, and is economically significant
as indicated by the certainty equivalent gain associated with a trading investment strategy.

Variable: rdsp is the cross-sectional standard deviation on the set of 100 size and book-to-market
portfolios. rdsp is available monthly.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient
of rdsp in the original sample period (-2013). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of 0.74. The predictive sign has changed
between the first and second halves of our sample, too. Thus, with poor IS performance, further
0O0S investigation seems unwarranted. ([B] The OOS R? of rdsp is negative. The decline to
significance OOS in our extended sample relative to their original sample mirrors the decline in
significance IS. [C] The investment performance of rdsp was poor. In fact, it was so poor that
all four strategies not only did not beat all-equity-all-the-time, three all lost money in absolute
terms, the fourth broke even.)

Evaluation: We dismiss rdsp as a useful predictor of equity premia, based on its poor IS and OOS
performance. Presumably, if the evidence in Maio (2016) was consistent with a role for useful
information in stock dispersion, the extended evidence should now be viewed as inconsistent.
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20. Mrtn: Martin (2017)

Abstract: [Mrtn] uses the SVIX index as a proxy for the equity premium and argues that the high
equity premia available at times of stress largely reflect high expected returns over the very short
run.

The relationship between squared volatility and returns makes sense, e.g., in a CRRA
framework. We note that equity options had been used to establish bounds on the equity
premium in Martin (2011), Backus, Chernov, and Zin (2014), Welch (2016) and Seo and
Wachter (2019). Remarkably, Martin (2017) was first to test whether the constraint could
be binding, i.e., whether the implied volatility bounds could be related directly to the equity
premium.

Variable: Mrtn measures his predictor rsvix as the risk-neutral variance index, SVIX?. The 1-
month rsvix has 99.5% correlation with the more common squared CBOE volatility index (VIX),
which is also based mostly on a 1-month horizon. Mechanically, predicting equity premia with
the 1-month rsvix index is therefore functionally equivalent to predicting it with the squared
VIX. As a volatility index, rsvix is available on a daily basis. Mrtn uses different horizon rsvix to
predict different horizon equity premia: 1-month, 2-month, 3-month, 6-month, and 12-month
ahead equity premia. (The longer horizon rsvix series still has 94% correlation with the squared
1-month VIX squared and performs roughly as well in predicting future equity premia as the
same-horizon rsvix numbers.)

Performance: Martin (2017) did not cherry pick its presentation: Table IT shows that rsvix
has predictive in-sample power only on the 6-month horizon, but not on monthly, bi-monthly,
quarterly, and annual horizons. We have to deviate from our standard presentation scheme,
because we cannot focus on monthly, quarterly, or annual regressions as we could for other
papers. (They merely confirm the insignificant performance in Martin (2017).)

Panel A of Table 12 walks through how our specification differs from Martin’s. It matters
little whether one uses daily or monthly frequency observations, and/or log or simple equity
premium (though results may drop in or out of statistical significance), and/or a sample ending
in 2012 or 2020. The real differences are elsewhere.

First, the coefficients are sensitive whether one uses overlapping or non-overlapping obser-
vations. With non-overlapping observations, all in-sample coefficients including those on the
6-month horizon turn insignificant in the original sample. In the extended sample, the quarterly
but not the semi-annual turn significant.

Second, there is an important difference in how we calculate OOS R? for all our variables:
Our predictions always take variables, run predictive regressions on the prevailing history of the
equity premium, and then predict the future equity-premium with the resulting regression. In
contrast, under his theory, Martin’s variable is already a meaningful expected return. Thus he
uses rsvix directly as the forecast (equivalent if we set our predictive regression intercept to 0 and
the predictive slope to 1). His direct prediction is always better than our regression-intermediated
prediction. However, even his OOS performance is never statistically significant.

Panel B further investigates the performance on his preferred semi-annual horizon. The rsvix
variable has no predictive power when used to predict semi-annual equity premia in December
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and June for first and second halves of calendar years, respectively. It only has good performance
when used to predict in March (i.e., at the end of Q1 for equity premia in Q2 and Q3) and
September (at the end of Q3 for Q4 and Q1).

The test intent of Martin (2017) is intrinsically different from our own. Our premise is that
a variable has to have a coefficient different from 0. In a loose sense, we ask variables to prove
that they are better than nothing. The null hypothesis receives 95%, the variable has to beat
the 5%. Martin’s premise is that rsvix has a coefficient of 1. In a loose sense, he asks skeptics to
prove that it is not 1. The variable receives the 95%, the alternative gets the 5%.

This makes sense from the perspective that the theory is correct, but it is empirically weak.
That is, most of the regression coefficients can similarly not reject (atheoretical) hypotheses
that the coefficient on rsvix is -1, 0, or +3, just as they cannot reject that it is 1. With a good
prior in favor of the theory, most of the regression evidence is not contradictory. There is one
ironical exception not shown in the table. The theory can be rejected when rsvix had the best
performance against the null hypothesis that it is 0. Reverting back to simple rates of return, and
using Mar/Sep semi-annual prediction, the hypothesis that the coefficient is 1.0 can be rejected
with a T-statistic of 2.3 ending in 2012 and 2.4 ending in 2020. Again, with a strong prior, this
evidence can be ascribed to sampling.

Figure 18 plots the performance both IS and OOS based on the only specification with good
performance, i.e., the Mar/Sep semiannual predictions. The figure shows that rsvix’ positive OOS
performance is based on three months: 2009/03 (predicting to 2009/09), 2011/09 (to 2012/03)
and 2020/03 (to 2020/09).'* The 2009/03 performance merely undoes the preceding poor
2008/09 prediction. However, the two other observations are principally responsible. Removing
either the 2011/09 or 2020/03 prediction both drops the OOS performance into the red and
removes the statistical significance of the IS regression. As noted in Section 11., it should be left
to the reader how to think about outliers.

Evaluation: With respect to the null hypothesis that the coefficient is zero, we dismiss rsvix as
useful general predictors of equity premia, primarily based on the sensitivity and specificity
in performance. Stock-market volatility fails to predict equity premia on monthly, bimonthly,
quarterly, annual, and standard semi-annual frequencies. Even on its only good predictive
specification (the semi-annual frequency with offset), its good (but not statistically significant)
performance was due to two specific outliers.

14The IS performance further benefited from its prediction of the 1999/09 (to 2001/03).
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21. MR: Mgller and Rangvid (2015)

Abstract: [MR] show that macroeconomic growth at the end of the year (fourth quarter or December)
strongly influences expected returns on risky financial assets, whereas economic growth during the
rest of the year does not. We find this pattern for many different asset classes, across different time
periods, and for US and international data.

It is worth noting that the paper’s perspective that the fourth quarter data is special and was
motivated by Jagannathan and Wang (2007).

Variable: MR introduce two variables: gpce and gip. The former is the growth rate in personal
consumption expenditures, the latter is the growth rate in industrial production. The variables
are available on a quarterly basis, but Mgller and Rangvid (2015) use them only on an annual
basis, presumably due to the special fourth-quarter perspective.

» The Growth Rate in Personal Consumption Expenditures (gpce)

Performance: [A] We can confirm the strong negative and statistically significant IS coefficient
of gpce in the original sample period (-2009). In our extended sample (-2020), the IS coefficient
still has a T-statistic of -3.40. [B] The OOS R? of gpce is positive, with an OOS R? of 4.86% (not
as good as the IS R? of 11.91%, but quite respectable). [C] Except for the untilted, unbiased
timing strategy (Table 7), the gpce-based timing strategies outperformed all-equity-all-the-time
(Tables 8-10). [D] Figure 19 plots the time-series of gpce. There are no obvious patterns. In
recessions, gpce declines. Figure 20 shows that gpce had good performance beginning with its
1974 prediction for 1975, with the only misprediction being its bad 2007 call for the 2008 Great
Recession.

Evaluation: The gpce (fourth-quarter) variable was the best equity-premium predictor in
our sample: Years in which consumers spent more are followed by bear stock markets. gpce
also performed well after the original authors’ sample period had ended. The only caveat is that
the reader must assess whether the ex-post choice of the fourth quarter raises data-snooping as
a concern.

» The Growth Rate in Industrial Productions (gip)

Performance: [A] We can confirm the strong negative and statistically significant IS coefficient
of gip in the original sample period (-2009). In our extended sample, the IS coefficient is no
longer statistically significance, with its T-statistic of —-0.10. Thus, with poor IS performance,
further OOS investigation seems unwarranted. ([B] The OOS R? of gip is negative. [C] The
investment performance of gip was poor.)

Evaluation: We dismiss gip as a useful predictor of equity premia, based on poor IS and OOS
performance.

However, the poor performance of gip is less driven by the fact that our sample extends
forward to 2020 and more by the fact that gip (unlike gpce) has been available since 1926.
Remaining consistent with our treatment of other variables, our paper uses the entire data,
while the authors focus on the shared sample beginning in 1947. After 1947, gip had better
performance.
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22. NRTZ: Neely, Rapach, Tu, and Zhou (2014)

Abstract: Technical indicators display statistically and economically significant in-sample and
out-of-sample predictive power, matching or exceeding that of macroeconomic variables.

Variable: tchi is the first principal component of 14 technical indicators, themselves principally
versions of moving price averages, momentum, and (“on-balance”) dollar-trading volume. tchi is
available monthly.

Performance: [A] We can confirm the modest positive and statistically significant IS coefficient
of tchi in the original sample period (-2011). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of 1.61. Thus, it is unclear whether further
investigation is warranted. ([B] The OOS R? of tchi is positive. [C] The timing investment
performance was good when a strong equity-tilt is maintained and poor otherwise.) [D] Figure 21
shows that tchi predicted well in late 2008 and early 2009. It reached its very brief high point in
the Great Recession, i.e., in Feb 2009, predicting Mar 2009. Since then, tchi has consistently
underperformed. This also explains why our findings differ from those in NRTZ, which ended in
2011.

Evaluation: We dismiss tchi as a useful predictor of equity premia, based on its marginal IS
performance and consistently poor performance since the Great Recession.

23. PST: Piazzesi, Schneider, and Tuzel (2007)

Abstract: [PST] consider a consumption-based asset pricing model where housing is explicitly
modeled both as an asset and as a consumption good...the model predicts that the housing share
can be used to forecast excess returns on stocks. We document that this indeed true in the data. The
presence of composition risk also implies that the riskless rate is low which further helps the model
improve on the standard CCAPM.

Variable: house is a measure of the dollar amount spent on rent or estimates of how much
owners would rent their houses for. (The paper shows that effective rents as a fraction of income
declined from 1930s to the 1980s and then stabilized.) house is available annually.

Performance: [A] We can confirm the strong positive and statistically significant IS coefficient of
house in the original sample period (=2001). In our extended sample (-2020), the IS coefficient
is no longer statistically significant, with a T-statistic of 0.99 without reporting delay and 0.63
with. The model is also unstable now, with a positive coefficient in the first half and a negative
coefficient in the second half. Thus, with poor IS performance, further OOS investigation seems
unwarranted. ([B] The OOS R? of house is positive. [C] The investment performance of house
was poor. The non-equity-tilted strategies not only did not beat all-equity-all-the-time, they lost
money in absolute terms.)

Evaluation: We dismiss house as a useful predictor of equity premia, based primarily on its
poor IS performance. Presumably, if the evidence in Piazzesi, Schneider, and Tuzel (2007)
was consistent with a CCAPM with housing, the extended evidence should now be viewed as
inconsistent
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24. PW: Pollet and Wilson (2010)

Abstract: ...[PW show that] higher aggregate risk can be revealed by higher correlation between
stocks. [PW] show that the average correlation between daily stock returns predicts subsequent
quarterly stock market excess returns.

Variable: avgcor is the average correlation among the 500 largest stocks (by capitalization). The
daily pairwise correlations of stock returns are multiplied by the product of both stock’s weights
relative to total sample market capitalization, then summed to create the measure. avgcor is
available monthly. Because the authors remark that avgcor performs better on a quarterly rather
than monthly frequency, we look at both.

Performance: [A] We can confirm the positive and statistically significant IS coefficient of avgcor
in the original sample period (-2007). In our extended sample (-2020), the IS coefficient is no
longer statistically significant on a monthly frequency, with a T-statistic of 0.89 (Table 3). The
quarterly performance is indeed better, but the T-statistic is still only 1.43 (Table 4). Thus, with
poor IS performance, further OOS investigation seems unwarranted. ([B] The OOS R? of avgcor
is positive on a monthly frequency. On a quarterly frequency, it further increases, but it is still
not statistically significant. [C] The investment performance of avgcor was poor.)

Evaluation: We dismiss avgcor as a useful predictor of equity premia, based primarily on its poor
IS performance.

25. RRZ: Rapach, Ringgenberg, and Zhou (2016)

Abstract: [RRZ] show that short interest is arguably the strongest known predictor of aggregate
stock returns. It outperforms a host of popular return predictors both in and out of sample, with
annual R2 statistics of 12.89% and 13.24%, respectively. In addition, short interest can generate
utility gains of over 300 basis points per annum for a mean-variance investor... Overall, our evidence
indicates that short sellers are informed traders who are able to anticipate future aggregate cash
flows and associated market returns. (This hypothesis further requires that other intelligent
investors ignore publicly available short interest information.)

Variable: shtint is the aggregate short interest in the stock market, calculated as the log of the
equal-weighted mean of short interest (as a percentage of shares outstanding) across publicly
listed US stocks. shtint is available monthly.

Performance: [A] We can confirm the negative and statistically significant IS coefficient of shtint
in the original sample period (-2014). In our extended sample (-2020), the IS coefficient is no
longer statistically significant, with a T-statistic of —1.51. Thus, with poor IS performance, further
0O0S investigation seems unwarranted. ([B] The OOS R? of shtint is positive. [C] The investment
performance of shtint was just about the same as all-equity-all-the-time, with scaled versions
beating it by about 1.5% per year, non-scaled versions losing to it by about the same amount.)
[D] Figure 22 shows the performance pattern of shtint: it did well from about mid-2008 to
mid-2011. Otherwise, shtint was mostly unremarkable.

Evaluation: We dismiss shtint as a useful predictor of equity premia, based on very mediocre
IS performance, as well as single-episode good performance during the Great Recession, only.
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Presumably, if the evidence in Rapach, Ringgenberg, and Zhou (2016) was consistent with short
investors being better informed and able to anticipate the market (and other traders ignoring
the publicly available information in shtint), the extended evidence should now be viewed as
unsupportive

26. Y:Yu (2011)

Abstract: [Y] provides evidence that portfolio disagreement measured bottom-up from individual-
stock analyst forecast dispersion...is negatively related to ex post expected market return. Contempo-
raneously, an increase in market disagreement manifests as a drop in discount rate. These findings
are consistent with asset pricing theory incorporating belief dispersion.

Variable: disag is the dispersion of earnings-per-share long-term growth rate forecasts by analysts
from the I/B/E/S data base, value-weighted across stocks. disag is available monthly.

Performance: [A] We can confirm the negative and statistically significant IS coefficient of disag
in the original sample period (-2005) In our extended sample (-2020), the IS coefficient is
no longer statistically significant, with a T-statistic of 0.06. The model is also unstable, with
a coefficient sign change between the first and second half of the sample. Thus, with poor
IS performance, further OOS investigation seems unwarranted. ([B] The OOS R? of disag
is negative. [C] The investment performance of disag was poor. However, the equity-tilted
strategies outperform all-equity-all-the-time.) [D] Figure 23 shows that after good performance
from mid-2008 to early 2009 (the early Great Recession), disag has performed poorly.

Evaluation: We dismiss disag as a useful predictor of equity premia, based on its poor IS and
OO0S performance. Presumably, if the evidence in Yu (2011) was consistent with a role for market
disagreement, the extended evidence should now be viewed as inconsistent

27. Variables in Goyal and Welch (2008)

Our paper is a good opportunity to revisit the 17 variables from Goyal and Welch (2008). Since
publication, 15 years have passed, allowing to investigate not just “pretend”-OOS performance,
but true OOS performance. Tables 3-8 thus include the relevant IS and OOS performance and
investment statistics, too.

Most variables in Goyal and Welch (2008) were of monthly frequency.

[A] On a monthly frequency, of the fourteen variables, only three variables (e/p, tbl, and
Itr) show IS statistical significance—with the largest T-statistic being a scant 1.72. Of these
three variable, the e/p IS coefficient drops from 0.97 to 0.04 across the two sample halves; tbl
drops from -0.50 to -0.26; and only Itr increases (from 0.16 to 0.27). However, our enthusiasm
is tempered by the fact that Itr's overall IS coefficient is only 1.53. [B] Moreover, among the
three, only tbl has positive O0S R2.'> [C] All predictors underperformed all-equity-all-the-
time on the untilted unscaled investment strategy (Table 7). The only meaningful investment
improvement came from Itr in the scaled strategies (Table 8 with 1.4%/year and 10 with

15Indeed, only thl and infl have statistically significant OOS statistics among all monthly variables, ignoring whether
IS statistics are significant or not.
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[Figure 23 here: ‘IS
and OOS Predictive
Performance of Y
disag (monthly)’]



2.0%/year). [D] Figure 24 shows that even the best variable, Itr, was largely unremarkable and
due to a good run long ago (from 1970 to 1987) that neutralized most of its bad run from 1950
to 1970. Figure 25 shows that most of the good performance of the second variable (tbl) dates
back to the 1974-1975 oil-shock episode.

Evaluation: None of the variables show good predictive power on monthly horizons.

Goyal and Welch (2008) examined only two quarterly variables, i/k and cay. cay performs
poorly both IS and OOS, as well as for investment purposes. i/k however has good IS and OOS
performance. Figure 26 shows that it has improved since Goyal and Welch (2008). Nevertheless,
it did not help an investor outperform all-equity-all-the-time on any of our four timing strategies.

Goyal and Welch (2008) examined only one annual variable, eqis. It still performs well IS,
but has negative OOS R?.

Not shown, since Goyal and Welch (2008), the OOS performance of 13 out of the 17 variables
has further deteriorated, the performance of three variables (ltr, Ity, and tbl) have increased very
slightly, and only i/k improved visibly (Figure 26). The overall tally is worse than chance, which
would have had 8 out 17 perform better.

IV Risk-Averse Investors’ Certainty Equivalence

We now take a further look at the predictors from the perspective of a risk-averse investor. We
focus only on the most promising variables from the previous tables.'®

Our principal metric is
. Y . VoA
AUTIL = (MMdl - EOszl) - (MUnc - EOIZJ“C) s

where fiyq and 61%/[ g are the realized mean and variance of the portfolio of conditional strategy,
and fyy,. and OA'IZJHC are the corresponding statistics for the unconditional strategy (or all-equity-
all-the-time strategy). We set the risk-aversion coefficient v to be 5 and impose investment limits
of 0 and 1.5 times equity, as suggested by Campbell and Thompson (2008) and enhanced by
Loffler (2022 (exp)). We calculate the statistical significance of the utility difference following
the procedure in footnote 16 of DeMiguel, Garlappi, and Uppal (2009).

Table 11 shows that the standout performers for such an investor would have been crdstd on
a quarterly basis and i/k on a quarterly or annual basis, followed closely by lzrt (annual), shtint
(monthly) and tchi (monthly). The latter can beat unconditional investment strategies, though
not always statistically significantly so. Remarkably, despite its good performance for a risk-
neutral investor, accrul (and gpce) would not have helped a risk-averse investor. The additional
realized variance would have been bad enough to negate the advantage of the improved mean
prediction.

18Two variables, crdstd and i/k, were useful to a risk-averse investor, not because they predicted future equity
premia, but because they reduced the variance in realized returns.)
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V Conclusion

As noted in the introduction, only one variable (crdstd) outperformed the all-equity-all-the-time
investment strategy with the simplest naive long-short market timing strategy (“$1”) and it did
so by only 0.2% per year. A few did better on equity-tilted and/or scaled investment strategies.
Yet, none could beat all-equity-all-the-time in a statistically significant way.

Nevertheless, as already noted in the introduction, some variables (especially gpce) showed
good performance on other dimensions. Even though we required candidates to pass more than
just one criterion in predicting the equity premium, it still seems underwhelming that only a
handful of variables—even with reuse of the original identifying data—succeeded. These were,
after all, variables from high-quality papers important enough to have been published in the top
academic journals—with manuscript rejection rates has high as 18-19 in 20 papers.

We want to end our paper by taking the liberty to voice some more subjective concerns.

We absolutely do not want to imply that the authors of the papers we examined here made
inappropriate choices. Instead, we are inclined to agree with Lo and MacKinlay (1990) and
Harvey, Liu, and Zhu (2016), who worry primarily about our collective academic research
enterprise. For every predictive variable stumbled upon and published by a lucky researcher,
there are probably hundreds that failed and were never published.

Our published results have conveyed a distorted picture of reality, perhaps more obvious to
participating producers than to outside consumers. Readers, referees, editors, and journals like
papers with impressive results. Moreover, academic finance audiences like impressive results
even more so if the results can be justified based on a “strong theoretical basis.” Not surprisingly,
motivated authors often obligingly offer them. Many of our papers seemed remarkably confident
in expressing strong support of “theory,”'” regardless of whether these theories are neoclassical
or behavioral. However, the presence of these theories seems not to have offered the desired
solid and stable forward-looking performance that theory is intended to provide.

In addition to the problem that academic research gives the wrong impression, i.e., that it is
possible or even easy to predict the stock market, there is the secondary problem of crowding
out. Authors that write more mundane papers, which fail to show remarkable powers, are likely
not to be published and thus disappear from the academic rat-race. The incentives imposed by
our collective on its members are clear.

Many of the reexamined papers’ claims seem (to us) to defy common sense. The more
aggressive models were promising unusually high timing rates of returns to their readers, based
on exploiting the ignorance or strange risk preferences of ordinary investors. Yet, easy profits
forward-looking seems absurd to us. It has not been easy for a very long time (Fama (1970)) to
predict the equity premium or the performance of large publicly-traded stocks. Large U.S. stocks are
traded in highly competitive markets, with even the smartest funds struggling to perform well.

The somewhat less aggressive adherents of risk-factor based models—though the nature
and the measure of the “risks” in the factors are typically themselves a mystery—have also

”

17For example, papers “point to the importance of theory x”, “delayed reaction by investors”, “agents recognize
market-wide undervaluation,” “investors’ biased beliefs,” “key to identifying predictability,” “psychological evidence,”

“arguably the strongest predictor.”

” @
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underperformed more often than not. A long procession of academics who have been involved
in market-timing and/or stock-selection based funds can attest to it.

We remain comfortable with the original claims in Goyal and Welch (2008). Standing here
today in 2021, even as risk-neutral investors willing to take on more risk, we do not believe that
we know what variables should help us today to predict the equity premium forward-looking for
2022,
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Table 2: Basic-Replication IS Sample Results

Vrbl Reported Author Similar Spec IS Halves
Paper Name Coefb (T | Sample Coef b () b by Ta | 00s
1 2020 AMP  pce 043 328 | 0 1953:032017:04| -044 330 V| —054" 038"V | *
2 2010 AMS shdlev  -0.09 -3.01 | Q 1986:Q12009:Q4| -0.03 -0.94 2| 003 -0197 A
3 2011 BPS impvar’  15.56  3.30 | M 1998:09 2008:09 1358 355 | 17.88" 137 A
4 2009 BTZ vrp 0.47 2.86 | O 1990:01 2007:12 012 435 | 013" 008"V |V
5 2013 BY govik 1.02 2.11 Q 1947:02 2010:04 1.07 206 1.667 -1.88 A
6 2018 CEP lzrt 259 284 | M 194801201512 | 230 251 | 188 2847V |V
7 2016 CGMS  skew -0.02 -2.66 | SA 1951H1 2010H2 -0.02 -1.28 v?| -0.047 0.02 A
8 2015 CGP  crdstd  -0.10 —2.45 | Q 1990:022013:04| -0.10 —2.20 ¢ | 009 -011 ¢/ |V
9 2009 CP ogap ~0.11 -4.08 | M 1948:012005:12 | -0.09 -3.68 ¢ | —0.13™ —0.05 X | *
10 2008 DIM  wtexas -0.09 -3.57 | M 1973:102004:04 | -0.10 -3.19 | —0.08 -0.11"V |V
11 2008 HHT,, accrul 0.07 333 | A 19652005 006 279 | 003 011X |V
2008 HHT,; cfacc  -0.05 242 | A 19652005 006 286 ¢ | -005" —011 vV |V
12 2014 HJTZ  sntm 0.58 3.04 |M 1965:072010:12 | 048 259 | 053 046 v |V
13 2013 JT ndrbl  —0.46 -3.21 | M 1958022000:12 | -031 247 | 047" —020 V| *
14 2019 JZZ skvw ~0.13 -3.10 | M 1963:082016:12 | -0.11 -2.58 ¢ | —0.10 —0.11 V| *
15 2014 KJ tail 454 208 | M 1963:01 2010:12 509 238 | 479 851 V| *
16 2013 KP fbm n/a 285 | M 1930:01 2010:12 016 330 0.14™ 051X | *
17 2012 1Yy,  dtoy' 032 2.09 | M 195801 2009:12 022 192 v | o028 018 v
2012 1Yy, dtoat!  —0.48 —3.79 | M 1958:012000:12 | 029 354 | 036" —0267V | *
18 2013 Maioys, ygap 0.20 2.94 | M 1953:04 2008:12 001 184 | o001 o001 V| *
19 2016 Maioys rdsp 345 -2.55 | M 1963:072013:12 | 232 —2.24 | -139 281" v/ | *
20 2017 Mrtn  rsvix 2.10  2.46 | SA 1996H1 2012H2 212 219 V| 210 2127V
21 2015 MR, gpce 1461 —4.88 | A 19482009 1407 407  |-16177-1024 V |V
MRy,  gip -3.78 -5.74 | A 1948 2009 381 517 v | 440" 255 /| *
22 2014 NRTZ  tchi 0.12 212 | M 1951:01 2011:12 026 1.8 v | 021 031 V|V
23 2007 PST house 844 365 | A 19362001 474 264 5.057-19.88 A
24 2010 PW avgcor 0.06 2.66 | M 1963:02 2007:01 005 257 007" 0.04 v | *
25 2016 RRZ  shtint  —0.50 -2.50 | M 1973:012014:12 | 043 =215 | 047 037 vV |V
26 2011 Y disag 017 -2.59 | M 1981:122005:12 | —0.16 -3.98 v | —0.09" —0.22 X

T: Regression includes multivariate variables also included in the original paper.

Explanations: Papers and variables are defined in Table 1. The “reported” statistics appeared in the original paper.
The “author sample” shows the original frequency and sample period. The “similar spec” is our replication of the
original paper’s main finding in the same sample period with the same frequency. Our own similar specification is
usually based only on the key independent variable itself, except for regressions marked with daggers (BPS impvar,
JMV metal, LY dtoy and dtoat), in which we also included control variables similar to those used by the authors. The
“IS Halves” columns on the right are from a different regression, in which the intercept and slope are interacted with
a dummy for the first vs. second half of the authors’ period. In a stable specification, this coefficient should be zero. It
is crossed if the two halves are statistically significant different (a high hurdle) or the sign changes. The OOS column
is checkmarked if we have positive OOS performance in the sample used by the authors, left blank if we could not

*

locate OOS statistics in the original paper, and * if discrepancies in our and their analysis will be explained in the
more detailed discussion in the text.
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Table 3: Predicting Monthly Log Equity Premia

IS IS Halves IS/00S
Variable OLSb NWT by by Ta ISR? 0OS R?
BPS impvar 0.14 0.35 0.83 -0.07 A 0.10 -3.44
BTZ vrp 0.07 0.12 1.03  -0.08 A 0.03 -8.88
CEP |zrt 0.26 0.96 030 023 0.23 0.11"
CP ogap -0.21 -0.62 -0.08 -1.33 0.15 -0.24
DJM wtexas -0.29 147 -0.60  -0.25 0.29 -0.12
HITZ  sntm 0.45"" 2.66™" 048 030 1.04 -1.24
JT ndrbl -0.33" -1.73" 050 -0.22 0.60  -0.48
J77 skvw 0.01 0.04 018 033 A 0.00 -0.57
KJ tail 0.03 0.21 -0.08  0.80 A 0.00 -0.37
KP fbm 1.05™" 3.44™ 1.08 048 379 -221
LY4oy  dtoy 0.17 0.40 034 023 A 0.10 -0.57
LY 0o dtoat -0.09  -0.32 -0.02  -0.69 0.03 -0.07
Maioy3) ygap 0.13 0.67 0.18  0.29 0.10 -1.24
Maio(y) rdsp 0.28 0.74 039 022 A 0.27 -1.39
NRTZ  tchi 0.29 1.61 033 022 0.47 0.20"
PW avgcor 0.20 0.84 0.00 044 0.13 -0.17
RRZ  shtint 029  -1.28 006 039 A 0.41 0.74™
Y disag 0.01 0.06 -0.31  0.36 A 0.00 -1.07
CSqp d/p 0.20 0.84 054 0.4 0.14 -0.12
CSqy d/y 0.26 1.03 0.74  0.15 0.22 -0.32
CSep  €/p 0.30° 1.72° 097 004 031 -1.24
CSqe  d/e -0.10  -0.34 -0.64  0.11 A 0.03 -1.19
G svar -0.08  -0.18 0.00 -0.18 0.02 -0.32
KS b/m 0.31 0.95 102 002 a2 0.33 -1.35
BMRR ntis 036 144 -0.64 -0.09 0.44 -0.48
Cmpl  thl =.28" —1.71° 050 -0.26 0.26 0.14"
FFyy [ty 022 143 -0.77  -0.21 0.16 -0.63
FFy, ltr 0.24 1.53 016 027 0.20 -0.94
FF tms 0.18 1.11 0.19 021 0.11 0.02
FFy,  dfy 0.07 0.15 0.02 024 0.02 -0.11
FF 45 dfr 0.23 0.90 -0.02 039 A 0.18 -0.34
FS infl 023 101 015 043 0.17 0.11"

(continues on next page)
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(Table 3 continued)

Explanations:

Papers, variables and sample periods are defined in Table 1. The prediction frequencies in this
table are monthly. Only monthly variables are considered. The dependent variable is always the
log equity premium. The independent variable is always the (lagged) variable as proposed by
the author, but Z-normalized (which matters for the coefficient magnitude but not the T-statistic)
and without further controls. (For coefficient estimates more comparable with those reported by
the authors, consult Table 2.)

The IS sample period always begins when data is available, but no earlier than 1926. The OOS
sample period usually begins 20 years after the IS period.

The IS statistics report the OLS beta, casually starred based on the Newey-West T-statistic (one
lag)—at absolute levels of 1.65 (*, about 90%), 2.0 (**, about 95%), and 2.5 (***, about 99%).

The next three statistics (IS Halves) are first-half and second-half independent OLS IS regressions,
plus the significance of the difference. Sign changes are noted as a.

The next two statistics (IS/O0S) are the IS and OOS R?, in percent. In a stable model with a
large number of observations, the two would be the same. A negative OOS R? means that the
prediction error of the variable is worse than that of the prevailing unconditional mean rate of
return. The OOS R? is starred based on the McCracken (2007) (one-sided) MSE-F statistic.

The table highlights variables with both good IS performance (|T| > 1.5) and positive OOS
performance in yellow.

Interpretation: The most promising variables are sntm and thl. Other variables have either
insignificant IS coefficients or negative OOS R?.
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Table 4: Predicting Quarterly Log Equity Premia

IS IS Halves IS/00S
Variable OLSb NWT | by by Ta ISR®  00S R
AMP pce -1.687"-3.57"" | 184 -157 430 -1.17
AMS sbdlev 0.52 0.87 1.05 -1.80 A 0.43 -1.91
BY govik 0.67° 1.67" 136 286 & 0.72  -1.25
CGP crdstd  -1.73 -1.65 220 124 4.52 2.61"
Mrtn rsvix 2.00° 1.69" 251 1.74 5.66  -2.90
PW avgcor 1.00 137 021 196 0.90 1.09""
Crn i/k -1.56™ -3.42"" | 217 093 3.90 2.26"
LL cay 0.34 0.51 2.64  -0.54 A 0.17 -11.57

Explanations: See Table 3. However, this table is for variables that are available only on a
quarterly basis.

Interpretation: crdstd and i/k have significant IS coefficients and OOS R?. crdstd is based on
the Fed’s Senior Loan Officer Opinion Survey which is conducted once at the end of each quarter
and released a month into the following quarter.
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Table 5: Predicting Annual Calendar-Year (Jan-Dec) Log Equity Premia

IS IS Halves IS/00S
Variable OLSb NWT by bu T | ISR® O0O0SR?
CGMS skew 0.65 0.28 ~2.66 7.85 A 0.16 -3.73
HHT,. accrul 5.15% 2.73" 260 854 1 9.61  12.49”
EIENENGfc e -5.35" -3.08""| 615 458 10.53 5.16™
MR  gpce -5.64" -3.40"" | 602 448 11.91 4.86"
MR gip 029  -0.10 042 -10.26 A 0.02 -1.98
PST  house 1.94 0.99 281 148 a4 1.00 0.59"
BW  eqis 548" -2.677""| 810 015 | 7.96  -0.32

Explanations: See Table 3. However, this table is for variables that are available only on an
annual basis. Statistically significant differences with a T-statistic greater than 2.0 between the
“IS Halves” are indicated with an uparrow () or downarrow ().

Interpretation: The three outstanding variables are accrul, cfacc, and gpce.
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Table 6: Predicting Annual Mid-Year (Jul-Jun) Log Equity Premia, With Reporting Delay

IS IS Halves IS/00S§
Variable OLSb NWT | by by Ta ISR? QOS R?
CGMS skew 1.76 0.83 120 293 1.34 -0.26
HHT,. accrul 5.46™ 2.98" 470 716 1 12.82  16.68"
HHT, cfacc 332 142 467 222 i 4.86 -7.34
MR  gpce -3.86" -1.77" 346 4.78 6.37 6.85"
MR gip 042  -0.13 -0.10  -4.92 7 0.03 -0.54
PST  house 1.34 0.63 206 495 A 0.34 0.04
BW  eqis 448 -1.65 805 203 a | 370 -15.68

Explanations: See Table 5. However, this table is based on Jul-to-Jun predictive regressions,
based on independent variable data available the prior December (i.e., with a 6 months imple-
mentation lag).

Interpretation: cfacc loses relevance, leaving accrul and gpce as good candidates.
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Table 7: Untilted $1-Unscaled Investment Strategy

Variable (V) Conditional R (V) #0Obs Unconditional R (U) AV-U
Fq Ppr Var | Long Short L-S Bull Bear | L(EQ) S(TB) L-S | Mean SR
M BPS impvar 2.6 9.2 | 6.6 40 140 10.7 1.1 9.6 -16.2 -0.22
M BTZ vrp 6.7 2.6 4.1 86 166 7.7 1.6 6.2 -2.1 -0.03
M CEP lzrt 6.5 9.0 =25 263 637 11.7 3.8 7.9 -104 -0.12
M CP ogap 10.4 5.1 5.3 685 215 11.7 3.8 7.9 -2.6 -0.05
M DM wtexas 10.6 4.9 5.8 597 303 11.7 3.8 7.9 -2.1 -0.04
M HITZ sntm 9.5 5.6 4.0 309 117 12.0 3.1 8.9 -4.9 -0.08
M JT ndrbl 9.8 7.2 2.6 358 157 12.8 4.3 8.5 -59 -0.12
M JZZ skvw 5.6 9.9 43 399 495 11.7 3.9 7.8 -12.2  -0.16
M KJ tail 8.9 6.6 2.3 531 363 11.7 3.9 7.8 -5.5 -0.09
M KP fbm 8.6 6.9 1.7 478 417 11.6 3.9 7.8 -6.1 -0.08
M  I¥,  dtoat 58 9.7 -39 121 779 11.7 38 79 ~11.8 -0.14
M Wy dtoy 7.5 8.0 -0.5 364 536 11.7 3.8 7.9 -84 -0.12
M Maioge — rdsp 4.1 11.6  -7.5 179 713 11.8 3.9 8.0 -154 -0.18
M Maiogs,  ygap 6.7 9.4 -2.7 203 370 11.6 4.4 7.2 -99 -0.12
M NRTZ tchi 9.3 6.7 2.6 333 267 11.6 4.4 7.2 -4.6 -0.06
M PW avgcor 9.4 6.1 3.3 412 486 11.7 3.8 7.9 -4.6 -0.07
M RRZ shtint 10.2 3.1 7.2 219 106 11.0 2.3 8.7 -1.6 -0.03
M Y disag 9.0 1.8 7.2 215 14 9.5 1.2 8.3 -1.1 -0.03
M BMRR ntis 10.2 S5/ 4.6 560 329 12.0 3.9 8.1 -3.6 -0.06
M CSg d/e 4.8 10.7 =59 125 775 11.7 3.8 7.9 -13.7 -0.15
M CSy4 d/p 6.2 9.3 5310 179 721 11.7 3.8 7.9 -109 -0.12
M GCSy d/y 6.4 9.1 -=2.7 177 722 11.6 3.8 7.8 -10.5 -0.12
M CS, e/p 7.6 8.0 04 298 602 11.7 3.8 7.9 -8.2 -0.10
M Cmpl tbl 6.0 9.6 -3.6 245 655 11.7 3.8 7.9 -11.5 -0.13
M FFy. dfr 9.0 6.6 24 469 431 11.7 38 79 54 —0.07
M FFyy dfy 7.6 7.9 -04 382 518 11.7 3.8 7.9 -8.2 -0.12
M  FF, ltr 9.7 58 3.9 441 459 11.7 38 79 4.0 -0.06
M FFyy Ity 6.7 8.8 -2.1 224 676 11.7 3.8 7.9 -10.0 -0.12
M FF, tms 8.4 7.2 1.2 403 497 11.7 3.8 7.9 -6.7 -0.09
M FS infl 10.4 5.1 5.3 411 489 11.7 3.8 7.9 -2.6 -0.04
M G svar 7.4 8.1 -0.7 373 527 11.7 3.8 7.9 -8.6 -0.14
M KS b/m 5.9 9.6 -3.6 265 635 11.7 3.8 7.9 -11.5 -0.14
Q AMP pce 10.7 5.8 5.0 134 55 12.1 4.4 7.6 -2.6 -0.06
Q AMS sbdlev 9.1 7.3 1.8 111 86 11.9 4.5 7.4 -5.6 -0.12
Q BY govik 4.5 116 -7.1 12 204 11.6 4.5 7.1 -14.2 -0.23
Q CGP crdstd 8.1 1.4 6.7 46 37 8.0 1.5 6.5 0.2 0.00
Q Mrtn rsvix 7.8 4.3 34 19 41 11.0 1.1 9.9 -6.5 -0.15
Q Cm i/k 9.6 6.6 3.0 88 128 11.6 4.5 7.1 4.1 -0.08
Q LL cay 7.4 89 -1.6 60 136 11.9 4.5 7.4 -9.0 -0.16
D MR gip 11.8 4.7 7.1 52 23 12.5 3.9 8.6 -14 -0.08
D MR gpce 10.8 5.8 5.0 31 23 12.0 4.7 7.4 -24 -0.12
D PST house 7.0 10.2  -3.2 23 49 13.0 4.1 8.9 -12.2  -0.40
D BW eis | 98 70 28 43 31 | 128 40 88 | 60 -0.23
J  HHT,. accrul 7.5 7.6 -0.1 15 20 11.9 3.2 8.7 -8.8 -0.39
J  HHT; cfacc 10.9 4.2 6.7 23 12 11.9 3.2 8.7 -2.0 -0.10

Explanations: Variables and sample periods are defined in Table 1. Investment begins 20 years after the sample has
started. 'D’ means calendar year, ’J’ is mid-year investing with reporting delay. The conditional timing strategy invests
$1 in the equity premium financed by the T-bill if the predictive coefficient is positive and V is above its median, or
the coefficient is negative and V is below its median (both “bullish”); and the opposite otherwise (“bearish”). The
unconditional strategy is always bullish and earns the equity premium. All measures are annualized, incl. the Sharpe
Ratio (SR), and (none are strong enough to be) starred for statistical significance as in Lo (2002).

46



Table 8: Untilted Z-Scaled Investment Strategy

Variable (V) Conditional R (V) #0Obs Unconditional R (U) AV-U
Fq Ppr Var | Long Short I-S Bull Bear | L(EQ) S(TB) L-S Mean SR
M BPS impvar 1.5 7.0 =55 34 146 7.9 0.5 7.4 -12.9 -0.22
M BTZ vrp 4.9 4.9 0.1 63 189 8.6 1.2 7.4 -74 -0.02
M CEP lzrt 4.6 58 -1.2 266 634 7.6 2.8 4.8 -5.9 -0.05
M CP ogap 7.1 2.1 5.1 678 222 7.5 1.7 5.8 -0.7 -0.04
M DM wtexas 8.5 3.0 55 523 877 8.3 3.1 5.2 0.3 0.00
M HJTZ sntm 9.6 4.6 4.9 358 68 10.7 3.5 7.2 -2.2  -0.05
M JT ndrbl 10.7 5.3 54 356 159 12.8 3.2 9.6 4.2 -0.10
M JZZ skvw 2.8 54 =27 423 471 6.2 2.0 4.2 -6.9 -0.08
M KJ tail 6.5 4.8 1.7 543 351 8.8 2.5 6.2 -4.5 -0.07
M KP fbm 4.0 1.8 2.2 736 159 4.7 1.1 3.5 -1.3 -0.07
M IYy.  dtoat 35 84 -48 69 831 8.9 30 59 ~10.8 -0.14
M LYy,  dtoy 40 49 -09 209 691 6.9 2.1 48 5.7 -0.14
M Maiogs — rdsp 2:3 6.6 43 81 811 6.8 2.1 4.7 -9.0 -0.17
M Maioyy ygap 73 94 -21 194 379 11.4 53 6.1 8.2 -0.06
M NRTZ tchi 7.8 3.8 4.0 407 193 7.8 3.9 3.9 0.1 0.00
M PW avgcor 7.2 4.0 3.2 349 549 8.7 2.5 6.2 -3.0 -0.05
M RRZ shtint 15.4 1.5 138 231 94 14.5 2.3 12.2 1.6 0.02
M Y disag 112, 1.0 10.2 200 29 114 0.8 10.6 -04 -0.02
M BMRR ntis 6.6 24 4.2 682 207 6.7 2.3 4.4 -0.3 -0.02
M CSg4 d/e 5.6 105 4.9 91 809 12.2 3.8 8.4 -13.3 -0.12
M  CSy d/p 6.1 104 -4.4 165 735 12.3 4.2 8.1 -12.5 -0.09
M CSy d/y 6.1 10.2 4.0 164 735 12.0 4.2 7.8 -11.8 -0.08
M GCS, e/p T2 7.6 -04 272 628 11.0 3.8 7.1 -7.6  -0.06
M Cmpl tbl 8.3 7.7 0.7 284 616 10.1 5.9 4.1 -34 -0.02
M  FF dfr 54 36 1.8 466 434 6.3 2.7 36 ~1.8 -0.01
M FFy, dfy 33 53 =21 193 707 6.6 20 46 6.7 -0.13
M  FF,, Itr 11.9 40 7.8 435 465 11.2 47 65 14 001
M FFy Ity 10.4 11.3  -0.9 307 593 14.4 7.3 7.1 -8.0 -0.04
M FF, tms 8.7 4.8 3.9 435 465 9.3 4.2 5.1 -1.2  -0.02
M FS infl 3.7 1.5 2.1 403 497 3.3 1.9 14 0.8 0.01
M G svar 0.9 35 -26 119 781 3.2 1.3 1.9 -4.5 -0.15
M KS b/m 5.9 9.0 -3.1 249 651 11.0 3.9 7.1 -10.2 -0.10
Q AMP pce 13.2 4.4 8.7 135 54 13.3 4.3 8.9 -0.2 -0.01
Q AMS sbdlev 5.1 5.3 oy 107 90 6.8 3.6 3.2 -34 -0.05
Q BY govik 4.7 109 -6.2 0 216 10.9 4.7 6.2 -12.4 -0.17
Q CGP crdstd 6.4 | -1.8 8.2 53 30 3.3 14 1.9 6.3 0.08
Q Mrtn rsvix 9.6 3.6 6.0 17 43 12.3 0.9 114 -54 -0.18
Q Cmn i/k 8.2 53 29 102 114 9.4 4.0 5.4 -2.6  -0.04
Q LL cay 10.9 13.5 -26 70 126 184 6.0 124 -15.0 -0.15
D MR gip 3.1 1.2 1.9 33 42 34 1.0 24 -0.5 -0.09
D MR gpce 5.3 1.8 3.5 27 2% 5.0 2.2 2.8 0.7 0.06
D PST house 3.3 54 =21 9 63 6.3 2.3 4.0 -6.1 -0.38
D BW eqis | 6.4 2.3 4.1 50 24 | 6.2 2.5 3 04 0.04
J  HHT,. accrul 3.5 -0.9 4.5 19 16 0.9 1.7 -0.7 5.2 0.19
J HHT,; cfacc 8.4 3.1 53 27 8 9.2 2.2 7.0 -1.7 -0.11

Explanations: See Table 7. Here, the decision cutoff is not the median but the 25th percentile

(bearish). Thus, the strategy typically invests more in equities.
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Table 9: Equity-Tilted $1-Unscaled Investment Strategy

Variable (V) Conditional R (V) #0bs Unconditional R (U) AV-U
Fq Ppr Var | Long Short L-S Bull Bear | L(EqQ) S(TB) L-S | Mean SR
M BPS impvar 6.3 555 0.8 9 84 10.7 1.1 9.6 -89 -0.18
M BTZ vrp 5.2 4.1 1.1 144 108 7.7 1.6 6.2 -5.0 -0.08
M CEP lzrt 9.3 6.3 3.0 520 380 11.7 3.8 7.9 -4.9 -0.07
M CP ogap 11.5 4.0 7.5 856 44 11.7 3.8 7.9 -04 -0.01
M DJM wtexas 10.5 5.0 5.5 603 297 11.7 3.8 7.9 -2.3 -0.04
M HJTZ sntm 11.6 3.5 8.1 408 18 12.0 3.1 8.9 -0.8 -0.03
M JT ndrbl 11.5 5.6 5.9 464 51 12.8 4.3 8.5 -2.7 -0.10
M JZZ skvw 8.3 7.2 1.0 674 220 11.7 3.9 7.8 -6.8 -0.12
M KJ tail 9.7 5.8 3.9 706 188 11.7 3.9 7.8 -3.9 -0.09
M KP fbm 10.5 5.0 5.5 796 99 11.6 3.9 7.8 -2.2  -0.06
M IV,  dtoat 80 75 04 471 429 11.7 38 7.9 ~7.4  -0.13
M Wy dtoy 10.2 5.3 4.8 639 261 11.7 3.8 7.9 -3.0 -0.08
M Maioge rdsp 7.0 87 -1.8 429 463 11.8 3.9 8.0 -9.7 -0.14
M  Maiogs ygap 9.7 64 33 321 252 11.6 44 7.2 3.8 -0.05
M NRTZ tchi 11.8 4.3 7.4 469 131 11.6 4.4 7.2 0.3 0.00
M PW avgcor 10.6 5.0 5.7 631 267 11.7 3.8 7.9 -2.2  -0.05
M RRZ shtint 10.5 2.8 7.7 263 62 11.0 2.3 8.7 -1.0 -0.03
M Y disag 9.9 0.8 9.1 228 1 9.5 1.2 8.3 0.9 0.07
M BMRR ntis 11.6 4.3 7.3 775 114 12.0 3.9 8.1 -0.8 -0.02
M CSg d/e 7.1 84 -1.3 340 560 11.7 3.8 7.9 -9.2 -0.12
M CS4 d/p ) 82 -1.0 286 614 11.7 3.8 7.9 -8.8 -0.11
M G5y d/y 7.3 82 09 286 613 11.6 3.8 7.8 -8.7 -0.11
M CS, e/p 9.6 6.0 3.6 497 403 11.7 3.8 7.9 -4.3 -0.06
M Cmpl tbl 8.9 6.6 2.4 434 466 11.7 3.8 7.9 -5.5 -0.07
M FFg4, dfr 10.6 4.9 5.7 647 253 11.7 3.8 7.9 -2.2  -0.03
M FFg, dfy 86 7.0 1.6 651 249 11.7 38 7.9 6.2 -0.13
M  FF,, Itr 1.1 44 67 587 313 11.7 38 7.9 ~1.2  -0.02
M FFyy, Ity 9.2 6.3 2.9 468 432 11.7 3.8 7.9 -5.0 -0.07
M FF tms 10.6 5.0 5.6 600 300 11.7 3.8 7.9 -2.2 -0.04
M FS infl 11.5 4.1 7.4 702 198 11.7 3.8 7.9 -0.5 -0.01
M G svar 9.3 6.2 3.0 618 282 11.7 3.8 7.9 -4.9 -0.11
M KS b/m 7.9 7.6 0.3 408 492 11.7 3.8 7.9 -7.6  -0.10
Q AMP pce 12.2 4.3 8.0 173 16 12.1 4.4 7.6 0.4 0.02
Q AMS shdlev 10.9 5.5 5.5 148 49 11.9 4.5 7.4 -2.0 -0.06
Q BY govik 8.3 7.9 04 90 126 11.6 4.5 7.1 -6.7 -0.13
Q CGP crdstd 9.4 0.1 9.3 65 18 8.0 1.5 6.5 23 0.07
Q Mrtn rsvix 8.7 3.4 5.3 37 23 11.0 1.1 9.9 -4.7 -0.14
Q Cm i/k 11.4 4.8 6.5 155 61 11.6 4.5 7.1 -0.6 -0.01
Q LL cay 8.3 8.0 0.3 97 99 11.9 4.5 7.4 -7.1  -0.15
D MR gip 12.8 3.6 9.2 73 2 12.5 3.9 8.6 0.6 0.13
D MR gpce 12.4 4.2 8.2 46 8 12.0 4.7 7.4 0.8 0.08
D PST house 10.9 6.2 4.7 52 20 13.0 4.1 8.9 4.3  -0.25
D BW eqis | 13.4 3.4 10.0 63 11 | 12.8 4.0 8.8 | .2 0.10
J  HHT,. accrul 13.0 2.1 109 31 4 11.9 3.2 8.7 2.2 0.23
J HHT; cfacc 12.4 2.7 9.7 30 5 11.9 B2 87 1.0 0.08

Explanations: See Table 7. Here, the investment is not $1, but $Z (V realization minus prevailing
mean, divided by prevailing standard deviation), i.e., the signal strength influences not just the
direction but also the size of the investment. The unconditional strategy is always bullish and

invests |$Z7].
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Table 10: Equity-Tilted Z-scaled Investment Strategy

Variable (V) Conditional R (V) #0Obs Unconditional R (U) AV-U
Fq Ppr Var | Long Short I-S Bull Bear | L(EQ) S(TB) L-S | Mean SR
M BPS impvar 3.7 2.1 1.5 96 84 5.3 0.5 4.8 -3.2 -0.17
M BTZ vrp 6.0 4.2 1.8 144 108 9.4 0.8 8.6 -6.8 -0.02
M CEP lzrt 7.3 34 3.9 520 380 8.0 2.7 5.3 -15 -0.02
M CP ogap 12.5 3.1 9.4 856 44 12.6 3.0 9.6 -0.2 -0.04
M DM wtexas 8.4 2.9 5.6 603 297 8.2 3.1 5.0 0.5 0.00
M HITZ sntm 18.1 6.2 119 408 18 184 5.8 12.6 -0.7 -0.05
M JT ndrbl 16.8 54 113 464 51 17.5 4.7 12.9 -1.5 -0.06
M JZZ skvw 5.1 3.9 1.2 674 220 6.3 2.7 3.6 -2.4 -0.04
M KJ tail 13.4 4.7 8.6 706 188 13.6 4.5 9.1 -0.5 -0.02
M KP fbm 6.5 2.1 4.4 796 99 6.9 1.7 5.2 -0.8 -0.06
M IV,  dtoat 38 26 12 471 429 5.2 1.1 40 29 -0.11
M IV,  dtoy 6.4 20 44 639 261 6.5 19 47 0.2 -0.06
M Maioys rdsp 1.6 1.6 0.0 429 463 2:3 0.9 1.5 -15 -0.11
M Maiogs, ygap 11.0 8.3 2.6 321 252 12.9 6.3 6.6 4.0 -0.04
M NRTZ tchi 15.7 53 104 469 131 15.3 5.6 9.7 0.7 0.01
M PW avgcor 12.1 2.9 9.1 631 267 12.3 2.7 9.6 -0.5 -0.02
M RRZ shtint 20.5 1.8 18.7 263 62 19.5 2.8 16.6 2.1 0.04
M Y disag 18.5 1.6 17.0 228 1 18.5 1.6 16.9 0.1 0.07
M BMRR ntis 8.8 2.8 6.0 775 114 8.8 2.8 6.0 -0.1 -0.01
M CSg4 d/e 5.0 52 -01 340 560 7.9 2.3 5.6 -5.7 -0.09
M  CSy d/p 7.3 6.1 1.2 286 614 10.0 34 6.6 -5.4 -0.06
M CSy d/y 7.5 6.0 1.5 286 613 10.0 3.5 6.5 -5.1 -0.05
M GCS, e/p 11.0 5.6 54 497 403 124 4.1 8.3 -2.9 -0.03
M Cmpl tbl 8.5 3.9 4.5 434 466 8.1 4.3 3.8 0.7 0.01
M FFy. dfr 8.1 32 49 647 253 8.3 30 53 -0.4 -0.00
M FFg, dfy 58 24 34 651 249 6.2 21 41 0.8 -0.06
M FF, ltr 149 37 11.2 587 313 13.6 50 86 26 0.03
M FFy Ity 12.7 8.0 4.8 468 432 14.6 6.1 8.5 -3.7 -0.03
M FF, tms 12.9 4.0 8.9 600 300 12.5 4.3 8.2 0.7 0.01
M FS infl 7.4 1.1 6.2 702 198 6.5 2.0 4.6 .7 0.03
M G svar 1.5 0.8 0.7 618 282 1.6 0.8 0.9 -0.2 -0.09
M KS b/m Al 5.3 24 408 492 9.2 3.8 54 -3.0 -0.06
Q AMP pce 20.8 6.4 143 173 16 20.8 6.3 14.5 -0.1 -0.03
Q AMS sbdlev 8.4 3.6 4.8 148 49 8.6 3.3 5.3 -0.5 -0.01
Q BY govik 2.6 3.1 -0.5 90 126 3.7 2.0 1.7 -2.2  -0.05
Q CGP crdstd 109  -04 113 65 18 9.0 1.6 7.4 4.0 0.06
Q Mrtn rsvix 13.4 1.0 124 37 23 13.9 04 13.5 -1.1 -0.21
Q Cm i/k 12.2 4.0 8.2 155 61 12.6 3.6 9.0 -0.8 -0.02
Q LL cay 13.8 12.5 1.3 97 99 19.0 7:3 11.8 -10.5 -0.13
D MR gip 8.4 1.9 6.5 78 2 8.4 1.9 6.5 0.0 0.16
D MR gpce 9.5 2:2 7.3 46 8 9.0 2.6 6.4 0.9 0.14
D PST house 4.2 14 2.8 52 20 4.7 0.8 3.9 -1.1 -0.31
D BW eqis | 11.0 3.2 7.8 63 11 | 10.8 3:3 7.5 | 0.3 0.05
J HHT,. | acecrul 7.9 =05 84 31 4 5.1 23 28 56 0.24
J HHT,; cfacc 11.6 4.0 7.6 30 5 12.6 3.0 9.5 -1.9 -0.14

Explanations: See Tables 8 and 9. Here, the decision is both equity-tilted and scaled (relative
to the 25th percentile, not the mean).
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Table 11: Performance for a Risk-Averse Investor

Au(Mdl-Unc) Au(Mdl —100% Eq)

Freq Variable CEV T CEV T
M Ca thl 0.58 0.90 0.24 0.21
Q CGP  crdstd 6.35 3.137 5.03 1.69"
Q CO i/k 2.09 1.43 1.78 1.10
A HHT  accrul -1.24 -1.35 -3.83 -1.78"
A HJTZ sntm -2.48 -1.63 -4.90 -2.15™
A MR  gpce -0.10 -0.08 -2.26 -1.39

Explanations: Papers, variables, and sample periods are defined in Table 1. The table describes
the performance of selected variables for a quadratic risk-averse investor with parameter 5 and
investment limits of O and 1.5 times equity, just as in Campbell and Thompson (2008). The 'Unc’
investor ignores the signal and always holds equity according to the predicting performance and
uncertainty; the "100% Eq’ holds only equity.

Interpretation: The standout performer was crdstd. It would have been statistically significantly
preferred by a risk-averse investor over both benchmark alternatives. accrul, sntm, and gpce
would have been of no use to a risk-averse investor.
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Table 12: Sensitivity of Martin (2017)

Panel A: Various Prediction Horizons, Log vs Simple Premia, and Sample Ends

3 month 6 month 12 month
0O0S R? 0O0S R? 00S R?
F OE Coef NW-T Reg Con Coef NW-T Reg Con Coef NW-T Reg Con
Reported in Martin (2017)
DYS 1.01 0.62 — 15 210  2.46 — 49 1.67 1.32 — 47
Sample ending 2012
DYS 1.06 074 -149 19 2,12 219 48 54 1.71 1.59 -10.1 6.1
MY S 1.24 0.66 -21.2 23 234 219 5.5 6.0 1.71 1.59 -84 6.7
Ntv S 2.62 1.44 -10.9 4.1 1.23 0.96 94 40 1.68 146 -21.2 6.8
Ntv L 2.29 1.25 -11.6 3.3 1.05 087 -11.2 26 1.50 1.28 -22.9 5.2
Sample ending 2020
DYS 1.39 1.07 -84 0.7 1.84 213 2.5 1.4 1.10 1.17 -11.9 -2.6
MY S 1.33 081 -13.8 0.3 1.89 1.98 1.8 1.1 1.06 1.15 -10.9 -2.8
Ntv S 2.95 1.91 -1.2 2.8 1.15 092 -6.7 -22 0.85 082 -17.6 -4.2
Ntv L 2.61 1.69 29 3.2 090 0.77 85 =05 0.63 060 -19.7 -04

Panel B: Semi-Annual Predictions: Alignments and Sample Ends

Dec/Jun Mar/Sep
00S R? 00S Rr?
Coef NW-T Reg Con Coef NW-T Reg Con
-2012 1.05 0.87 -11.2 26 347 264 45 6.8
-2020 0.90 0.77 -8.5 -0.5 3.04 2.80 3.8 59

Explanations: This table shows the effects of various specification choices. The predictor rsvix
is always measured on the last day of the preceding time-period. We use Newey-West instead
of Hansen-Hodrick T-statistics. F means data frequency, either daily (D) or monthly (M). O
means overlapping observation. Ntv means use of native frequency non-overlapping natural
intervals. E means type of equity premium, either simple (S) or Log (L). The “reg” out-of-sample
performance uses a prevailing regression with rsvix to predict equity premia. The “con” uses
rsvix unconstrained. (This is possibly only because the natural units of rsvix are equity premia.)
In Panel B, the predictor is measured either on Dec 31 and Jun 30 on the left or on Mar 31 and
Sep 30 on the right (or earlier if these were holidays). Panel B predicts log equity premia and
shows Newey-West T-statistics.

Interpretation: The 3-month and 12-month results are all insignificant. The only good rsvix
predictions occurred semi-annually on March ends and September ends.
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Figure 1: IS and OOS Predictive Performance of AMP pce (quarterly)
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Figure 2: IS and OOS Predictive Performance of BPS impvar (monthly)
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Performance ( govik ) Performance ( vrp )

Performance ( lzrt )

Figure 3: IS and OOS Predictive Performance of BTZ vrp (monthly)
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Figure 4: IS and OOS Predictive Performance of BY govik (quarterly)
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Figure 5: IS and OOS Predictive Performance of CEP Izrt (monthly)
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Performance ( crdstd )
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Figure 6: IS and OOS Predictive Performance of CGP crdstd (quarterly)
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Figure 7: IS and OOS Predictive Performance of CP ogap (monthly)
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Figure 8: IS and OOS Predictive Performance of DJM wtexas (monthly)
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Accruals & Returns, in %

Figure 9: Time-Series of Accruals (accrul) and Equity Premia
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Figure 10: IS and OOS Predictive Performance of HHT accrul (annual/jun)
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Figure 11: IS and OOS Predictive Performance of HHT cfacc (annual/jun)
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sntm

Performance ( sntm )

Performance ( ndrbl )

Figure 12: Time-Series of Sentiment (sntm) and Equity Premia
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Figure 13: IS and OOS Predictive Performance of HJITZ sntm (monthly)
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Figure 14: IS and OOS Predictive Performance of JT ndrbl (monthly)
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Performance ( tail ) Performance ( skvw )

Performance ( fbm )

Figure 15: IS and OOS Predictive Performance of JZZ skvw (monthly)
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Figure 16: IS and OOS Predictive Performance of KZ tail (monthly)
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Figure 17: IS and OOS Predictive Performance of KP fbm (monthly)
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Performance ( rsvix )

MR (gpce/gip

Figure 18: Time-Series of Implied Volatility (rsvix) and Equity Premia
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Figure 19: Time-Series of Personal Expenditures Growth (gpce) and Equity Premia
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Performance ( tchi )

Performance ( shtint )
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Figure 20: IS and OOS Predictive Performance of MR gpce (annual/jun)
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Figure 21: IS and OOS Predictive Performance of NRTZ tchi (monthly)
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Figure 22: IS and OOS Predictive Performance of RRZ shtint (monthly)
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Performance ( ltr ) Performance ( disag )

Performance ( tbl )

Figure 23: IS and OOS Predictive Performance of Y disag (monthly)
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Figure 24: IS and OOS Predictive Performance of FF Itr (monthly)
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Figure 25: IS and OOS Predictive Performance of Ca thl (monthly)
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Performance ( i/k )

Figure 26: IS and OOS Predictive Performance of Co i/k (quarterly)
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Introduction

We analyze the results of the most recent survey of Chief Financial Officers (CFOs) conducted by
Duke University and CFO Magazine. The survey closed on December 7, 2017 and measures
expectations beginning in the first quarter of 2018. In particular, we poll CFOs about their long-
term expected return on the S&P 500. Given the current U.S. 10-year Treasury bond vyield, we
provide estimates of the equity risk premium and show how the premium changes through time.
We also provide information on the disagreement over the risk premium as well as average
confidence intervals. Finally, we link the equity risk premium to measures used to evaluate firm’s

investments: the weighted average cost of capital (WACC) and the investment hurdle rate.

1. Method
2.1 Design
The quarterly survey of CFOs was initiated in the third quarter of 1996.! Every quarter, Duke

University polls financial officers with a short survey on important topical issues (Graham and
Harvey, 2009). The usual response rate for the quarterly survey is 5%-8%. Starting in June of 2000,
a question on expected stock market returns was added to the survey. Fig. 1 summarizes the
results from the risk premium question. While the survey asks for both the one-year and ten-
year expected returns, we focus on the ten-year expected returns herein, as a proxy for the

market risk premium.

The executives have the job title of CFO, Chief Accounting Officer, Treasurer, Assistant
Treasurer, Controller, Assistant Controller, or Vice President (VP), Senior VP or Executive VP of
Finance. Given that the majority of survey respondents hold the CFO title, for simplicity we refer

to the entire group as CFOs.

! The surveys from 1996Q3-2004Q2 were partnered with a national organization of financial executives. The 2004Q3
and 2004Q4 surveys were solely Duke University surveys, which used Duke mailing lists (previous survey respondents
who volunteered their email addresses) and purchased email lists. The surveys from 2005Q1 to present are
partnered with CFO magazine. The sample includes both the Duke mailing lists and the CFO subscribers that meet
the criteria for policy-making positions.

1
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2.2 Delivery and response

In the early years of the survey, the surveys were faxed to executives. The delivery mechanism
was changed to the Internet starting with the December 4, 2001 survey. Respondents are given
four business days to fill out the survey, and then a reminder is sent allowing another four days.

Usually, two-thirds of the surveys are returned within two business days.

The response rate of 5-8% could potentially lead to a non-response bias. There are six reasons
why we are not overly concerned with the response rate. First, we do not manage our email list.
If we deleted the email addresses that had not responded to the survey in the past 12 quarters,
our response rate would be in the 15-20% range — which is a good response rate. Second, Graham
and Harvey (2001) conduct a standard test for non-response biases (which involves comparing
the results of those that fill out the survey early to the ones that fill it out late) and find no
evidence of bias. Third, Brav, Graham, Harvey and Michaely (2005) conduct a captured sample
survey at a national conference in addition to an Internet survey. The captured survey responses
(to which over two-thirds participated) are qualitatively identical to those for the Internet survey
(to which 8% responded), indicating that non-response bias does not significantly affect their
results. Fourth, Brav et al. contrast survey responses to archival data from Compustat and find
archival evidence for the universe of Compustat firms that is consistent with the responses from
the survey sample. Fifth, Campello, Graham, and Harvey (2011) show that the December 2008
response sample is fairly representative of the firms included in the commonly used Compustat
database. Sixth, Graham, Harvey, Popadak and Rajgopal (2017) update the non-response bias

test in a survey of 1,900 CFOs and find no evidence of non-response bias.

2.3 Data integrity

In each quarter, implement a series of rules to ensure the integrity of the data. We have, on
average, 351 responses each quarter. There are a total of 24,812 survey observations. There are
six key pieces of data: 1) the 10-year forecast (LT); 2) lower 10% of 10-year forecast (LLT); and 3)

upper 10% of the 10-year forecast (ULT). We collect the analogous information for the one-year

Flectronic copy available ai: hitps:/ssi.com/absiract=3151162
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S&P 500 forecasts too (ST). This paper focuses on the 10-year forecasts but the short-term

forecasts factor into our data filters.

Our exclusion rules are the following:

Delete all missing forecasts, LT, ST

Delete all negative LT forecasts (not ST forecasts)

Delete all observations that failed to use percentages (forecasts<1.0 for both ST and LT)

Delete observations where they failed to annualize, i.e. delete if LT>30% (does not apply to ST)
Delete is ST>100%.

Delete if lower intervals inconsistent, i.e. LST>=ST or LLT>=LT.

Delete if upper intervals inconsistent, i.e. UST<=ST or ULT<=LT.

Delete if ST-LST and UST-ST both equal 1 (we call this a lazy answer)

Delete if LT-LLT and ULT-LT both equal 1 (again, a lazy answer)

LoNOLURAEWNRE

2.4 The 2018 results

The expected market return questions are a subset of a larger set of questions in the quarterly
survey of CFOs. The survey usually contains between eight and ten questions. Some of the
guestions are repeated every quarter and some change through time depending on economic

conditions. The historical surveys can be accessed at http://www.cfosurvey.org. Appendix 1

shows the risk premium question in the most recent survey.

While the survey is anonymous, we collect demographic information on seven firm
characteristics, including industry, sales revenue, number of employees, headquarters location,

ownership (public or private), and proportion of foreign sales.

During the past 18 years, we have collected almost 25,000 responses to the survey. Panel A of
Table 1 presents the date that the survey window opened, the number of responses for each
survey, the 10-year Treasury bond rate, as well as the average and median expected excess
returns. There is relatively little time variation in the risk premium. This is confirmed in Fig. 1a,
which displays the historical risk premiums contained in Table 1. The current premium, 4.42%, is

above the historical average of 3.64%. The December 2017 survey shows that the expected
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annual S&P 500 return is 6.79%% (=4.42%+2.37%) which is slightly below the overall average of

7.11%. The total return forecasts are presented in Fig. 1b.?

Panel B of Table 1 presents some summary statistics that pool all responses through the 18
year history of the survey. The overall average ten-year risk premium return is 3.64%.> The
standard deviation of the individual responses is 2.93% (see Panel B). The standard deviation of

the quarterly risk premium estimates is 0.58%.

Figure 1a
10-year forecasted S&P 500 (mean) annual returns

over and above the 10-year Treasury bond yield

Excess return forecast %
(@] — [\ (98] ~
.
S ———————— =

2 See, for example, Ghysels (1998), Welch (2000, 2001, 2009), Ghysels (1998), Fraser (2001), Harris and Marston
(2001), Pastor and Stambaugh (2001), Fama and French (2002), Goyal and Welch (2003), Graham and Harvey (2003),
Ang and Bekaert (2005), Fernandez (2004, 2006, 2009) for studies of the risk premium.

3 Using the Ibbotson Associates data from January 1926 through July 2010, the arithmetic (geometric) average return
on the S&P 500 over and above the 30-day U.S. Treasury bill is 7.75% (5.80%). Using data from April 1953-July 2010,
the arithmetic (geometric) risk premium is 6.27% (5.12%). The risk premium over the 10 year bond should be reduced
by 212 basis points for the arithmetic premium and 174 basis points for the geometric premium. Fama and French
(2002) study the risk premium on the S&P 500 from 1872-2000 using fundamental data. They argue that the ex ante
risk premia is between 2.55% and 4.32% for 1951-2000 period. Ibbotson and Chen (2001) estimate a long-term risk
premium between 4 and 6%. Also see Siegel (1999), Asness (2000), Heaton and Lucas (2000) and Jagannathan,
McGratten and Scherbina (2001). A recent treatment is Sharpe and Suarez (2013).
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Figure 1b
10-year forecasted S&P 500 total (mean) annualized
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The cross-sectional standard deviation across the individual CFO forecasts in a quarter is a
measure of the disagreement or dispersion of the participants in each survey. Dispersion sharply
increased during the global financial crisis. The average disagreement in 2005 was 2.39%.
Disagreement increased in 2006 to 2.64%. As the crisis began in 2007, disagreement increased
to 2.98 by March 2008. The peak disagreement was recorded in February 2009 (4.13%). The most

recent observation is 3.49%.

We also report information on the average of the CFOs’ assessments of the one in ten chance
that the market will exceed or fall below a certain level. In the most recent survey, the worst case
total return is +0.85% which is lower than the historic average of 1.45%. The best-case return is

10.97% which is very close to the historical average of 10.90%.

With information on the 10% tails, we construct a probability distribution for each respondent.
We use Davidson and Cooper’s (1976) method to recover each respondent’s probability

distribution:
Variance = ([x(0.90)-x(0.10)]/2.65)?

where x(0.90) and x(0.10) represent the 90™" and 10™ percentiles of the respondent’s distribution,
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ULT and LLT. Keefer and Bodily (1983) show that this simple approximation is the preferred
method of estimating the variance of a probability distribution of random variables, given
information about the 10™ and 90™ percentiles. Like disagreement, the average of individual
volatilities peaked in February 2009 at 4.29%. The current level, 3.80%, is very close to the overall
average, 3.52%.

There is also a natural measure of asymmetry in each respondent’s response. We look at the
difference between each individual’s 90% tail and the mean forecast and the mean minus the
10% tail. Hence, if the respondent's forecast of the excess return is 6% and the tails are -8% and
+11%, then the distribution is negatively skewed with a value of -9% (=5%-14%). As with the usual
measure of skewness, we cube this quantity and standardize by dividing by the cube of the
individual standard deviation. In every quarter’s survey, there is on average negative skewness
in the individual forecasts. The average asymmetry -0.66 which is slightly lower than the average

of -0.48.



Table 1
Summary statistics based on the responses from the
71 CFO Outlook Surveys from June 2000 to Sept 2017 (Maximums in red, minimums in green)

Graham-Harvey: The equity risk premium in 2018

A. By quarter
Disagreement Average of  Average of % who
Total (standard Average of individuals’ individuals' Skewness forecast
Number of 10-year market Average Median deviationof individual worst 10% best 10% of risk Average of negative
Survey survey bond return risk risk  riskpremium  standard market return marketreturn premium  individuals'  excess
# Survey date quarter  responses yield forecast premium premium estimates) deviations scenario scenario estimates as tr return
1 6/6/2000  2000Q2 209 6.14 10.45 4.31 3.86 3.22 0.95 9.09
2 9/7/2000  2000Q3 188 5.76 10.40 4.64 4.24 3.03 0.83 4.79
3 12/4/2000  2000Q4 243 5.53 9.72 4.19 4.47 2.52 0.53 4.12
4 3/12/2001  2001Q1 140 4.92 9.47 4.55 4.58 291 0.78 3.57
5 6/7/2001  2001Q2 208 533 9.21 3.88 3.67 2.64 0.58 5.77
6 9/10/2001  2001Q3 199 4.84 8.67 3.83 3.16 2.53 0.13 352
T 12/4/2001  2001Q4 279 4.70 8.68 3.98 3.30 243 0.61 2.15
8 3/11/2002  2002Q1 233 533 8.29 2.96 2.67 243 328 3.68 12.42 1.06 -0.28 11.16
9 6/4/2002  2002Q2 316 5.04 8.20 3.16 2.96 2.61 3.50 3.00 12.28 1.86 -0.39 10.44
10 9/16/2002  2002Q3 361 3.90 7.89 3.99 4.10 231 339 3.05 12.03 0.86 -0.25 2.77
11 12/2/2002  2002Q4 285 4.22 791 3.69 3.78 2.56 323 332 11.87 1.24 -0.28 4.91
12 3/19/2003  2003Q1 184 3.98 7.40 342 3.02 2.37 359 195 11.47 0.83 -0.62 4.35
13 6/16/2003  2003Q2 366 3.18 7.50 4.32 4.82 2.34 374 2.16 12.07 0.90 -0.33 3.28
14 9/18/2003  2003Q3 167 4.19 7.58 3.39 3.81 2.07 2.83 331 10.83 0.35 -0.43 6.59
15 12/10/2003  2003Q4 220 4.30 8.29 3.98 3.70 2.66 329 340 12.10 1.74 -0.45 227
16 3/24/2004  2004Q1 206 3.73 7.83 4.10 4.27 2.37 346 2.85 12.02 0.50 -0.29 3.88
17 6/16/2004  2004Q2 177 4.74 7.90 3.16 3.26 2.61 3.10 3.14 11.34 2.14 -0.40 6.21
18 9/10/2004  2004Q3 179 4.19 7.62 343 331 2.92 327 2.61 11.29 2.02 -0.52 8.94
19 12/3/2004  2004Q4 287 4.27 7.57 3.30 3.23 2.66 3.05 3.10 11.17 1.89 -0.37 592
20 2/28/2005  2005Q1 272 4.36 746 3.10 3.39 2.52 3.06 3.13 11.23 1.29 -0.33 6.62
21 5/31/2005  2005Q2 316 4.00 7.06 3.06 3.00 2.22 322 2.39 10.93 0.46 -0.26 6.65
22 8/29/2005  2005Q3 321 4.20 7.28 3.08 2.80 2.61 336 2.15 11.06 242 -0.52 7.48
23 11/21/2005  2005Q4 338 4.46 691 245 2.54 2.20 348 223 11.44 041 -0.23 9.76
24 3/6/2006  2006Q1 276 4.74 717 2.43 2.26 240 344 2.07 11.18 1.02 -0.37 8.70
25 6/1/2006  2006Q2 494 5.11 T2, 2.61 2.89 2.74 329 3.00 11.70 1.84 -0.24 18.02
26 9/11/2006  2006Q3 460 4.80 7.30 2.50 2.20 249 332 2.53 11.33 1.32 -0.33 7.83
27 11/21/2006  2006Q4 386 4.58 7.82 3.24 342 293 336 2.94 11.82 191 -0.30 6.99
28 3/1/2007  2007Q1 380 4.56 772 3.16 3.44 2.39 338 273 11.67 1.80 -0.39 5.53
29 6/1/2007  2007Q2 419 4.95 7.83 2.88 3.05 2.14 321 3.08 11.58 0.56 -0.37 3.58
30 9/7/2007  2007Q3 479 4.38 7.84 346 3.62 2.82 312 333 11.59 1.80 -0.34 522
31 11/30/2007  2007Q4 458 3.97 7.85 3.88 4.03 2.75 331 293 11.70 1.38 -0.32 3.28
32 3/7/2008  2008Q1 381 3.56 7.61 4.05 4.44 2.99 321 3.08 11.58 2.23 -0.30 3.94
33 6/13/2008  2008Q2 384 4.27 723 2.96 2.73 2.60 332 2.44 11.24 1.50 -0.41 9.38
34 9/5/2008  2008Q3 432 3.66 7.29 3.63 3.34 2.79 331 2.30 11.06 1.71 -0.42 4.63
35 11/28/2008  2008Q4 534 2.93 735 4.42 4.07 3.19 343 1.77 11.64 1.94 -0.37 2.81
36 2/26/2009  2009Q1 443 2.98 7.54 4.56 4.02 4.13 429 1.18 12.54 1.80 -0.47 5.87
37 5/29/2009  2009Q2 427 347 6.96 3.49 3.53 3.12 373 1.37 11.26 1.79 -0.42 6.56
38 9/11/2009  2009Q3 536 334 6.50 3.16 2.66 2.88 387 0.62 10.86 1.82 -0.46 10.82
39 12/11/2009  2009Q4 457 3.55 6.71 3.16 245 3.56 386 0.64 10.88 2.38 -0.52 9.85
40 2/26/2010  2010Q1 478 3.61 6.56 2.95 2.39 3.28 396 0.39 10.86 231 -0.68 9.41
41 6/4/2010  2010Q2 444 3.20 6.33 3.13 2.80 3.08 390 0.33 10.64 2.61 -0.64 9.91
42 9/10/2010  2010Q3 451 2.81 5.59 2.78 2.19 2.53 4.21 -1.16 9.99 0.77 -0.67 8.65
43 12/10/2010  2010Q4 402 3.32 6.17 2.85 2.68 2.62 391 0.26 10.63 1.89 -0.55 10.70
44 3/4/2011 2011Q1 429 349 6.45 2.96 2.51 2.92 4.16 -0.27 10.76 2.44 -0.70 8.16
45 6/3/2011  2011Q2 406 2.99 6.18 3.19 3.01 2.90 390 0.12 10.45 2.09 -0.68 5.17
46 9/9/2011 2011Q3 397 1.93 5.86 3.93 3.07 311 379 0.04 10.09 241 -0.54 2.02
47 12/16/2011  2011Q4 439 1.86 5.89 4.03 3.14 2.98 4.07 -0.11 10.68 191 -0.36 342
48 3/1/2012  2012Q1 406 2.03 6.48 4.45 3.97 2.97 4.07 0.30 11.08 2.25 -0.59 2.71
49 5/30/2012  2012Q2 338 1.63 6.06 4.43 4.37 2.96 394 0.00 10.42 1.96 -0.59 237
50 9/7/2012  2012Q3 675 1.67 5.66 3.99 333 3.00 3.66 -0.01 9.67 2.04 -0.58 2.37
51 12/6/2012  2012Q4 325 1.59 5.46 3.87 341 2.59 3.69 -0.49 9.25 142 -0.62 3.08
52 3/8/2013  2013Q1 418 2.06 597 391 3.94 2.73 384 -0.14 10.02 2.01 -0.64 4.55
53 5/31/2013  2013Q2 300 2.16 6.43 4.27 3.84 291 4.02 0.10 10.76 1.63 -0.67 2.67
54 9/5/2013  2013Q3 404 2.98 6.09 3.11 3.02 2.73 341 0.75 9.77 1.71 -0.53 6.68
55 12/5/2013  2013Q4 320 2.88 6.13 3.25 312 2.95 381 0.18 10.26 1.69 -0.50 7.19
56 3/4/2014  2014Q1 291 2.70 6.43 3.73 3.30 2.63 332 1.35 10.13 0.64 -0.69 5.15
5% 6/5/2014  2014Q2 325 2.59 6.41 382 341 323 376 0.50 10.46 1.89 -0.64 7.08
58 9/4/2014  2014Q3 316 245 6.52 4.07 3.55 333 3.69 0.90 10.68 2.56 -0.60 3.16
59 12/4/2014  2014Q4 398 2.25 6.46 4.21 4.50 2.51 379 0.46 10.51 1.22 -0.59 2.26
60 3/13/2015  2015Q1 414 2.13 6.63 4.50 3.87 3.50 372 0.81 10.68 1.92 -0.55 5.80
61 6/4/2015  2015Q2 399 231 6.45 4.14 3.69 3.03 396 0.20 10.68 1.93 -0.72 4.26
62 9/3/2015  2015Q3 376 2.18 5.96 3.78 2.82 3.17 348 0.28 9.49 2.92 -0.72 3.99
63 12/3/2015  2015Q4 347 233 6.11 3.78 2.67 3.58 355 0.54 9.94 1.92 -0.52 9.22
64 3/3/2016 2016Q1 476 1.83 551 3.68 3.17 2.55 312 1.04 9.29 0.99 -0.34 3.15
65 6/2/2016  2016Q2 472 1.81 583 4.02 3.19 3.24 352 0.39 9.71 2.14 -0.63 2.54
66 9/8/2016  2016Q3 372 1.61 591 4.30 3.64 2.93 345 0.64 9.77 1.90 -0.55 1.61
67 12/1/2016  2016Q4 263 245 582 337 3.55 2.69 334 0.56 9.39 2.24 -0.68 532
68 3/9/2017  2017Q1 278 2.60 6.28 3.68 3.40 331 327 1.64 10.31 2.29 -0.42 5.76
69 6/8/2017  2017Q2 300 2.19 6.39 4.20 3.81 3.06 3.60 0.90 10.43 2.60 -0.43 2.67
70 9/7/2017  2017Q3 301 2.05 6.34 4.29 3.95 2.77 388 0.20 10.48 1.64 -0.52 2.99
71 12/7/2017  2017Q4 212 2.37 6.79 4.42 3.63 349 3.80 0.85 10.97 2.06 -0.66 4.25
Average of quarters 351 3.48 711 3.63 3.39 2.81 3.56 1.46 10.90 1.58 -0.48 5.73
Standard deviation 1.20 1.13 0.58 0.62 0.38 033 1.29 0.81 0.66 0.14 3.03
B. By individual responses
Survey for
All dates 24,812 3.32 6.94 3.62 3.33 2.93 3.60 1.33 10.86 1.67 -0.48 5.79
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2.5 Risk premia, weighted average cost of capital and hurdle rates

The risk premia that we measure can be used in the calculation of the cost of capital. In a simple
capital asset pricing model, the cost of equity capital would be the product of the company’s beta
times the risk premium along with the risk free rate. The average firm’s cost of equity capital
would be 6.79% (assuming a beta=1). Assuming the Baa bond yield (4.22%) is the borrowing rate
and a 25% marginal tax rate as well as a 75%-25% debt equity split, the weighted average cost of

capital would be about 5.89%.

In previous surveys, we have asked CFOs about their weighted average cost of capital. For
example, in March of 2011, companies told us that their internally calculated weighted average
cost of capital was 10% (averaged across respondents). At the time, the cost of equity capital was
similar to today, 6.45%. The bond yields were higher, with the Baa yielding 6.09%. The average
firm (assuming average beta is 1.0) without any debt would have a WACC of 6.45%. When debt
is introduced, the WACC would be less than 6.45% -- which is sharply lower than the reported
10%.

Why is there such a divergence? One possible reason is that companies consider other factors
in calculating the WACC — perhaps a multifactor model.* However, there is no evidence
supporting this hypothesis. For example, consultants often add a premium for smaller firms
based on the results in many research papers of a size premium. However, in our survey the
average WACC for firms with less than $25 million in revenue is 10.6% and the WACC for the

largest firms with annual revenue greater than $10 billion is 10.5%.

This analysis was replicated in June of 2012 with similar results. Given the same assumptions,
the WACC is 5.37%. However, the average self-reported WACC is 9.3%. Again, there is no
evidence of a size premium. The smallest firms reported a WACC of 9.3% and the largest firms

9.7%.

The WACC should not be confused with the investment hurdle rate. The WACC is an analytical

calculation that combines a model-based cost of equity {such as the CAPM) and the after-tax cost

4 Graham and Harvey (2001) find that most companies use a one-factor CAPM model for cost of capital
calculations.
8
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of debt (reflected in current borrowing rates). Given capital constraints, firms often impose a
higher hurdle rate on their investments. For example, to allocate capital to an investment that
promises a projected return exactly at the firm’s WACC is equivalent to accepting a zero net

present value project.

The June 2012 survey also asked for the investment hurdle rates. They are much higher than
the WACCs. The average rate was 13.5% (compared to the survey-reported WACC of 9.3% and
the implied WACC from the survey based risk premium of 5.7%. Similar to the WACC results,
there is no evidence that the hurdle rates are higher for small firms. Our evidence shows that the
reported average hurdle rate for the smallest firms is 13.1% and for the largest firms the rate is

14.2%.

Even though we know from Graham and Harvey (2001) that three quarters of companies use
the capital asset pricing model, there is a large gap between an imputed WACC and the WACC
that people use. One way to reconcile this is that companies use very long term averages of
equity and bond premia in their calculations. For example, suppose the cost of capital is being
calculated with averages from 1926. Ibbotson (2013) reports an arithmetic average return of
11.8% over the 1926-2012 period. The average return on corporate bonds is 6.4%. Using the
same parameters, we get an imputed WACC of 9.7%. This is very close to the average reported

WACC and, indeed, identical to the WACC reported by the largest firms in our survey.

We learn the following: 1) the equity risk premium is much lower today than averages used
over long-periods (e.g. from 1926) such as reported in Morningstar (2013) and Duff and Phelps
(2015); 2) the survey questions asking directly about a company’s WACC is consistent with
companies routinely using long-horizon averages for inputs; and 3) WACCs should be thought as
lower bounds —the Hurdle Rates used for actual investment decisions are 400bp higher than the

stated WACCs.?

5 Also see Sharpe and Suarez (2013) and Jagannathan et al. (2016) who analyze our CFO survey data.
9
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2.6 Recessions, the financial crisis and risk premia

Our survey spans two recessions: March 2001-September 2001 as well as the recession that
begins in December 2007 and ends in June 2009. Financial theory would suggest that risk premia
should vary with the business cycle. Premiums should be highest during recessions and lowest
during recoveries. Previous research has used a variety of methods including looking at ex post

realized returns to investigate whether there is business-cycle like variation in risk premia.

While we only have 60 observations and this limits our statistical analysis, we almost no
differences. During recessions, the risk premium is 3.52% and during non-recessions, the

premium is 3.68%.

2.7 Explaining variation in the risk premium

While we document the level and a limited time-series of the long-run risk premium,
statistical inference is complicated by the fact that the forecasting horizons are overlapping. First,
we have no way of measuring the accuracy of the risk premiums as forecasts of equity returns.
Second, any inference based on regression analysis is confounded by the fact that from one
guarter to the next, there are 36 common quarters being forecasted. This naturally induces a

moving-average process.

We do, however, try to characterize the time-variation in the risk premium without formal
statistical tests. Figure 2 examines the relation between the mean premium and previous one-

year returns on the S&P 500.

10
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Figure 2
The mean one year premium and past one-year returns on the S&P 500 index
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The evidence suggests that there is a weak negative correlation between past returns and the

level of the long-run risk premium. This makes economic sense. When prices are low (after

negative returns), expected return increase.

An alternative to using past-returns is to examine a measure of valuation. Figure 3 examines

a scatter of the mean premium versus the forward price-to-earnings ratio of the S&P 500.
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Figure 3
The equity risk premium and the S&P 500 forward price-to-earnings ratio
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Looking at the data in Figure 3, it appears that the inference may be complicated by a non-linear

relation. At very high levels of valuation, the expected return (the risk premium) was low.

We also examine the real yield on Treasury Inflation Indexed Notes. The risk premium is like
an expected real return on the equity market. It seems reasonable that there could be a
correlation between expected real rates of return stocks and bonds. Figure 4 examines the 10-

year on the run yield on the Treasury Inflation Indexed Notes.

Overall, there is a negative correlation of -0.517. However, this correlation is driven by the
negative TIPS yields. This is consistent with the idea that in periods of heightened uncertainty,
investors engage in a flight to safety and accept low or negative TIPS yields — and at the same

time demand a high risk premium for investing in the equity market.
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Figure 4
The equity risk premium and the real yield on Treasury Inflation Indexed Notes
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Finally, we consider two alternative measures of risk and the risk premium. Figure 5 shows that
over our sample there is evidence of a strong positive correlation between market volatility and
the long-term risk premium. We use a five-day moving average of the implied volatility on the
S&P index option (VIX) as our volatility proxy. The correlation between the risk premium and
volatility is 0.26. If the closing day of the survey is used, the correlation is roughly the same.
Asset pricing theory suggests that there is a positive relation between risk and expected return.
While our volatility proxy doesn’t match the horizon of the risk premium, the evidence,

nevertheless, is suggestive of a positive relation. Figure 5 also highlights a strong recent

13
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divergence between the risk premium and the VIX.

Figure 5
The equity risk premium and the implied volatility on the S&P 500 index option (VIX)
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We also consider an alternative risk measure, the credit spread. We look at the correlation
between Moody’s Baa rated bond yields less the 10-year Treasury bond vyield and the risk
premium. Figure 6 shows a highly significant relation between the time-series with a correlation

of 0.42. Similar to Figure 5, there is a strong recent divergence.
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Figure 6
The equity risk premium and credit spreads
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2.8 Other survey questions

The June 2016 survey contains a number of other questions. http://www.cfosurvey.org

presents the full results of these questions. The site also presents results conditional on
demographic firm characteristics. For example, one can examine the CFOs views of the risk

premium conditional on the industry in which the CFO works.

2.9 Risk premium data and corporate policies

Research by Ben-David, Graham and Harvey (2013) uses the one-year risk premium forecasts
as a measure of optimism and the 80% confidence intervals as a direct measure of
overconfidence. By linking email addresses that respondents provide to archival corporate data,
Ben-David et al. find that the tightness of the confidence intervals is correlated with corporate

investment. Overconfident managers invest more.

Campello, Graham and Harvey (2010) use the survey during the financial crisis and the higher

risk premiums to examine the implications of financial constraints on the real activities of the
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firm. They provide new evidence on the negative impact of financial constraints on firms’

investment plans.

Campello, Giambona, Graham and Harvey (2011) use the survey during the financial crisis to

study how firms managed liquidity during the financial crisis.

Graham, Harvey and Puri (2013) administer a psychometric test using the survey instrument

and link CEO optimism and risk aversion to corporate financial policies.

Graham, Harvey and Puri (2015) use survey data to study how capital is allocated within the

firm and the degree to which CEOs delegate decision making to CFOs.

Graham, Harvey and Rajgopal {2005) use survey data to study how managers manipulate

earnings. Dichev, Graham, Harvey, and Rajgopal (2013) study earnings quality.

Graham, Harvey, Popadak and Rajgopal (2017) use a similar survey sample to study corporate

culture.

2.10 CFO Survey compared to other surveys

Table 2 compares the predictive ability of the Duke-CFO survey with other popular surveys.
The table reports the correlations between the current quarter Duke-CFO survey of either
optimism about the economy or optimism about the firm’s prospects with the subsequent
guarter’s realization for five surveys: UBS-Gallup, CEO Survey, Conference Board Consumer
Confidence, University of Michigan Consumer Confidence and ISM Purchasing Manager’'s Index.
Both of the Duke-CFO optimism measures significantly predict all five of these popular
barometers of economic confidence. Related analysis shows that our CFO survey anticipates

economic activity sooner (usually one quarter sooner) than do the other surveys.
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Table 2
The ability of the Duke CFO survey to predict other surveys

Predictive correlations
Optimism about  Optimism about

Survey economy firm's prospects
UBS-Gallup 0.289 0.380
CEO Survey 0.814 0.824
Conference Board Consumer Confidence 0.513 0.767
University of Michigan Consumer Confidence 0.341 0.253
ISM Purchasing Managers Index 0.694 0.497

3. Conclusions

We provide a direct measure of ten-year market returns based on a multi-year survey of Chief
Financial Officers. Importantly, we have a ‘measure’ of expectations. We do not claim it is the

true market expectation. Nevertheless, the CFO measure has not been studied before.

While there is relatively little time-variation in the risk premium, premia are higher during
recessions and higher during periods of uncertainty. We also link our analysis to the actual
investment decisions of financial managers. We are able to impute the weighted average cost of
capital given the CFO estimates of equity risk premia, current corporate bond yields and marginal
tax rates. This imputed measure is significantly less than the WACCs that CFOs report using in
project evaluation. One way to reconcile this is that CFOs use very long-term averages of equity
premia and bond rates when calculating WACCs. We provide evidence on the actual hurdle rates

used by companies. These hurdle rates are, on average, 400bp higher than the reported WACCs.

While we have nearly 25,000 survey responses in 18 years, much of our analysis uses summary
statistics for each survey. As such, with only 71 unique quarters of predictions and a variable of
interest that has a 10-year horizon, it is impossible to evaluate the accuracy of the market excess
return forecasts. For example, the November 30, 2007 10-year annual forecast was 7.85% and
the realized annual S&P 500 return through December 7, 2017 is approximately 6%. Our analysis
shows some weak correlation between past returns, real interest rates and the risk premium. In
contrast, there is significant evidence on the relation between two common measures of

economic risk and the risk premium. We find that both the implied volatility on the S&P index as
17
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well as a commonly used measure of credit spreads are correlated with our measured equity risk

premium.
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Appendix A

Excerpt from the Survey Instrument

10. On November 14, 2017 the annual yield on 10-yr treasury bonds was 2.37%. Please complete the following:

Worst Case: There is a 1-in-10
chance the actual average
return will be less than:

“ %

Worst Case: There is a 1-in-10
chance the actual return will
be less than:

%

Best Guess:

—

b. During the next year, | expect the S&P 500 return will be:

Best Guess:

—

a. Over the next 10 years, | expect the average annual S&P 500 return will be:

Best Case: There is a 1-in-10
chance the actual average
return will be greater than:

%

Best Case: There is a 1-in-10
chance the actual return will
be greater than:

%

Please check one from each category that best describes your company:

a. Industry (choose best option)

' Retail/Wholesale
' Banking/Finance/Insurance/Real Estate
' Mining/Construction
~ Transportation & Public Utilities
' Energy
' Services, Consulting
) Agriculture, Forestry, & Fishing

' Less than $25 million
' $25-399 million
- $100-$499 million
-/ $500-$999 million
- $1-$4 9 billion
' $5-$9.9 billion
More than $10 billion

- Northeast U.S. ' Canada
- Mountain U.S. ' Latin America
- Midwest U.S. - Europe
- South U.S. ) Asia
' South Atlantic U.S. ' Africa
! Pacific U.S. ' Other

f. Foreign Sales

' 0%
o 1-24%
- 25-50%
' More than 50%

20

' Public Administration
' Communication/Media
' Tech [software/biotech/hardware]
' Manufacturing
' Healthcare/Pharmaceutical

7‘ Other: |

|

b. Sales Revenue c. Number of Employees

- Fewer than 100
-/ 100-499
- 500-999
-/ 1,000-2,499
' 2,500-4,999
5,000-9,999
- More than 10,000

d. Where are you personally located? e. Ownership

' Public, NYSE

Public, NASDAQ/AMEX
' Private
~ Government

Nonprofit

g- Return on assets (ROA=operating earnings/assets)
(e.g., 5%, 6.2%)

% Approximate ROA in 2017
% Expected ROA in 2018
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The Accuracy, Bias and Efficiency
of Analysts’ Long Run Earnings
Growth Forecasts

Ricuarp D.F. HArRRIS*

1. INTRODUCTION

Considerable research has now been undertaken into prof-
essional analysts’ forecasts of companies’ earnings in respect of
both their accuracy relative to the predictions of time series
models of earnings, and their rationality. The evaluation of the
reliability of analysts’ earnings growth forecasts is an important
aspect of research in accounting and finance for a number of
reasons. Firstly, many empirical studies employ analysts’ con-
sensus forecasts as a proxy for the market’s expectation of future
earnings in order to identify the unanticipated component of
earnings. The use of consensus forecasts in this way is predicated
on the assumption that they are unbiased and efficient forecasts
of future earnings growth. Secondly, institutional investors make
considerable use of analysts’ forecasts when evaluating and
selecting individual shares. The quality of the forecasts that they
employ therefore has important practical consequences for
portfolio performance. Finally, from an academic point of view,
the performance of analysts’ forecasts is interesting because it
sheds light on the process by which agents form expectations
about key economic and financial variables.

*The author is from the Department of Economics, University of Exeter. This paper was
started while the author was a Visiting Fellow at the University of Warwick, April 1997.
Financial Support from the ESRC (project no. R000234759) is gratefully acknowledged. He
would also like to thank George Bulkley, Alan Gregory and an anonymous referee for their
helpful comments. (Paper received March 1998, revised and accepted December 1998)

Address for correspondence: Richard D.F. Harris, School of Business and Economics,
University of Exeter, Exeter EX4 4PU, UK.
e-mail: R.D.F.Harris@exeter.ac.uk

© Blackwell Publishers Ltd. 1999, 108 Cowley Road, Oxford OX4 1JF, UK
and 350 Main Street, Malden, MA 02148, USA. 725



726 HARRIS

Nearly all of the research to date, however, has been concerned
with analysts” forecasts of quarterly and annual earnings per
share.! While the properties of analysts’ short run forecasts are
undoubtedly important in their own right, it is long run
expectations of earnings growth that are more relevant for security
pricing (see, for instance, Brown et al., 1985). A number of papers
have suggested that there is substantial mis-pricing in the stock
market as a consequence of irrational long run earnings growth
forecasts being incorporated into the market expectation of
earnings growth (DeBondt, 1992; La Porta, 1996; Bulkley and
Harris, 1997; and Dechow and Sloan, 1997). The evaluation of the
performance of analysts’ long run forecasts is clearly important as
corroborating evidence.

This paper provides a detailed study of the accuracy, bias and
efficiency of analysts’ long run earnings growth forecasts for US
companies. It identifies a number of characteristics of forecast
earnings growth. Firstly, the accuracy of analysts’ long run earnings
growth forecasts is shown to be extremely low. So low, in fact, that
they are inferior to the forecasts of a naive model in which
earnings are assumed to follow a martingale. Secondly, analysts’
long run earnings growth forecasts are found to be significantly
biased, with forecast earnings growth exceeding actual earnings
growth by an average of about seven percent per annum. Thirdly,
analysts’ forecasts are shown to be weakly inefficient in the sense
that forecast errors are correlated with the forecasts themselves. In
particular, low forecasts are associated with low forecast errors,
while high forecasts are associated with high forecast errors. The
bias and inefficiency in analysts’ long run forecasts are
considerably more pronounced than in their short run and
interim forecasts.

It is investigated whether analysts incorporate information
about future earnings that is contained in current share prices.
It is demonstrated that consistent with their short run and
interim forecasts, analysts’ long run earnings growth forecasts
can be enhanced by assuming that each individual firm’s
earnings will evolve in such a way that its price-earnings ratio
will converge to the current market average price-earnings ratio.
Analysts therefore neglect valuable information about future
earnings that is readily available at the time that their forecasts
are made.

© Blackwell Publishers Ltd 1999
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The source of analyst inaccuracy is explored by decomposing
the mean square error of analysts’ forecasts into two systematic
components, representing the error that arises as a result of
forecast bias and forecast inefficiency, and a random, unpre-
dictable component. In principle, the systematic components of
analysts’ forecast errors can be eliminated by taking into account
the bias and inefficiency in their forecasts. However, it is shown
that the bias and inefficiency of analysts’ forecasts contribute very
little to their inaccuracy. Over eighty-eight percent of the mean
square forecast error is random, while less than twelve percent is
due to the systematic components. This is an important result for
the users of analysts’ forecasts since it means that correcting
forecasts for their systematic errors can potentially yield only a
small improvement in their accuracy.

A second decomposition is used to examine the level of
aggregation at which forecast errors are made. The mean square
forecast error is decomposed into the error in forecasting
average earnings growth in the economy, the error in forecasting
the deviation of average growth in each industry from average
growth in the economy, and the error in forecasting the
deviation of earnings growth for individual firms from average
industry growth. It is demonstrated that the error in forecasting
average earnings growth in the economy contributes relatively
little to analysts’ inaccuracy. Over half of total forecast error
arises from the error in forecasting deviations of individual firm
growth from average industry growth. The error in forecasting
deviations of average industry growth from average growth in the
economy is smaller, but also significant. However, there is
evidence that this pattern is changing over time, with increasing
accuracy at the industry level, and diminishing accuracy at the
individual firm level.

Finally, it is shown that the performance of analysts’ long run
earnings growth forecasts varies substantially both with the
characteristics of the company whose earnings are being forecast
and of the forecast itself. The accuracy, bias and efficiency of
analysts’ forecasts is examined for sub-samples of firms
partitioned by market capitalisation, price-earnings ratio,
market-to-book ratio and the level of the forecast itself. The
most reliable earnings growth forecasts are low forecasts issued
for large companies with low price-earnings ratios and high

© Blackwell Publishers Ltd 1999
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market-to-book ratios. Again, this is of considerable practical
importance since it offers users of analysts’ forecasts some
opportunity to discriminate between good and bad forecasts.

The organisation of this paper is as follows. The following
section gives a detailed description of the data sources and the
sample selection criteria. Section 3 describes the methodology
used to evaluate forecast accuracy, bias and efficiency. Section 4
reports the results, while Section 5 concludes.

2. DATA

The sample is drawn from all companies listed on the New York,
American and NASDAQ stock exchanges. Data on long run
earnings growth expectations are taken from the Institutional
Brokers Estimate System (IBES). The data item used in this paper
is the ‘expected EPS long run growth rate’ (item 0), which has
been reported by IBES since December 1981, and is defined as:

the anticipated growth rate in earnings per share over the longer term. IBES

Inc. requests that contributing firms focus on the five-year interval that

begins on the first day of the current fiscal year and make their calculations
based on projections of EPS before extraordinary items.

The expected long term growth rate is therefore taken to be the
forecast average annual growth in earnings per share before
extraordinary items, over the five year period that starts at the
beginning of the current fiscal year.2 The measure used in this
paper is the median forecast calculated and reported in April of
each year, t. The analysis was also conducted using the mean
forecast, but the quantitative results are virtually identical, and
the qualitative conclusions unchanged.”

Only December fiscal year end companies are included in the
sample and so the use of the consensus forecast reported in April
should ensure that the previous fiscal year’s earnings are public
information at the time that the individual forecasts that make up
the consensus forecast are made (see Alford, Jones and
Zmijewski, 1994). Restricting the sample to December fiscal
year-end companies ensures that observations for a particular
fiscal year span the same calendar period, thus allowing the
identification of macroeconomic shocks that contemporaneously
affect the earnings of all firms.

© Blackwell Publishers Ltd 1999
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Actual growth in earnings is calculated using data on earnings
per share, excluding extraordinary items, taken from the
Standard and Poor’s Compustat database (item EPSFX). Average
annual earnings growth is computed as the average change in
earnings over each five year period, from December of year (—1
to December of year ¢145, scaled by earnings in December of year
t—1. The need for five years’ subsequent earnings growth data
limits the sample period to the eleven years 1982-92. Data on a
number of other variables are also used in the analysis. The share
price and market capitalisation are both taken at the end of April
of year ¢ (Compustat items PRCCM and MKVALM). The market
price-earnings ratio, used to test whether information contained
in the share price is incorporated in analysts’ forecasts, is
computed as the price at the end of April in year ¢ (item PRCCM)
divided by earnings per share in the fiscal year ending December
t—1 (item EPSFX). The market-to-book ratio is computed as the
market value of the company in April of year ¢ (item MKVALM)
divided by the book value of the company in the fiscal year
ending December of year 1—1 (item CLEQ).

There are a total of 7,660 firm-year observations that satisfy the
data requirements for all the variables used in the analysis, and
that have a December fiscal year-end. However, for 658 of these,
earnings reported at the end of the preceding fiscal year are zero
or negative. These are omitted from the sample since forecast
growth has no natural interpretation when earnings in the base
year are non-positive.* When initial earnings are close to zero,
actual growth in earnings may take extreme values, resulting in
outliers that have a disproportionately high degree of influence
on the least squares regression results. There is no immediately
obvious way to circumvent this problem without dropping some
observations from the sample. The approach most commonly
adopted is to omit observations for which the calculated growth
rate, the forecast growth rate or the forecast error is above a
certain threshold in absolute value, or for which calculated initial
earnings are below a certain level. For instance, Fried and Givoly
(1982) truncate observations for which forecast error exceeds
100%. Elton et al. (1984) include in their sample only those
companies for which initial earnings are above 0.20 dollars per
share. O’Brien (1988), in order to test the robustness of her
results to outliers, also uses 0.20 dollars as a threshold value.

© Blackwell Publishers Ltd 1999
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Capstaff et al. (1995) omit observations for which forecast
earnings growth or forecast error exceeds 100%, while Capstaff et
al. (1998) exclude companies for which forecast earnings growth
or actual earnings growth exceeds 100%. In this paper, all
observations for which actual earnings growth or forecast
earnings growth exceeds 100% in absolute value are omitted
from the analysis, reducing the sample by a further 336 firm-year
observations. The final pooled sample comprises 6,666 firm-year
observations.”

3. METHODOLOGY

(1) Forecast Accuracy

The metric used to evaluate forecast performance is the forecast
error, defined as the difference between actual and forecast
earnings growth:

Jeiw = it — gf; (1)
where fe; is the forecast error for firm i corresponding to the
forecast made at date {, g; is actual earnings growth over the five
year forecast period and g{; is forecast five year earnings growth.
Forecast accuracy is evaluated using the mean square forecast
error, which is computed in each year ¢ as:

N

MSFE, :%Z(gﬁ A (2)
i=1

The mean square forecast error for the pooled sample is
computed over all firms and years. The mean square forecast
error was chosen in preference to the mean absolute forecast
error to maintain consistency with the subsequent analysis which
uses the former measure rather than the latter. However, it
should be noted that the use of the mean square forecast error is
consistent with a quadratic loss function of risk averse economic
agents (see Theil, 1964; and Mincer and Zarnovitz, 1969). It can
be reported that the conclusions drawn about forecast accuracy
are not sensitive to the choice of measure.

As a benchmark against which to compare the accuracy of
analysts’ long run forecasts, the performance of two ‘naive’

© Blackwell Publishers Ltd 1999
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forecasts is also considered. The first is the forecast generated by
a martingale model of earnings, in which expected earnings
growth is zero. The second is the forecast generated by a sub-
martingale model, in which expected earnings is equal to a drift
parameter that is identical for all firms. In each forecast year, the
common drift parameter is set equal to the average growth rate in
earnings over all firms, over the previous five year period.® This
choice of naive forecasts is motivated by the early evidence on the
time series properties of earnings, which suggests that annual
earnings follow a random walk, or a random walk with drift (see,
for instance, Brooks and Buckmaster, 1976; or Foster, 1977).
Although more recent evidence finds that annual earnings may
have a mean reverting component (see Ramakrishnan and
Thomas, 1992), the martingale and sub-martingale models of
earnings nevertheless provide simple alternative models that are
approximately consistent with the reported evidence.

(i2) Forecast Bias

In order for a forecast to be unbiased, the unconditional
expectation of the forecast error must be zero. If the average
forecast error is greater than zero then analysts are systematically
over-pessimistic (since their forecasts are on average exceeded)
while if the average forecast error is less than zero analysts are
systematically over-optimistic (since their forecasts are on average
unfulfilled). Unbiasedness is tested using the mean forecast
error, which is computed in each year ¢ as:

N
MFE, = > (g~ g} ®

i=1
The mean forecast error for the pooled sample is computed
over all firms and years. The hypothesis that the mean forecast
error is zero is tested using the standard error of the mean
forecast error across all firms and years for the pooled sample,

and across all firms for each of the annual samples.

(#1i) Forecast Efficiency

A forecast is efficient if it optimally reflects currently available
information, and is therefore associated with a forecast error that

© Blackwell Publishers Ltd 1999
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is unpredictable. If a forecast is strongly efficient, the forecast
error is uncorrelated with the entire information set at time &
Strong efficiency is a stringent condition, and so more usually
forecasts are instead tested for weak efficiency, which requires
that the forecast error is uncorrelated with the forecast itself (see
Nordhaus, 1987). Weak efficiency is tested by estimating the
following regression:

g = a+ Bgl + v (4)
Under the null hypothesis that analysts’ forecasts are weakly
efficient, the intercept, «, should be zero, while the slope
coefficient, 3, should be unity. If 3 is significantly different from
one then conditioning on the forecast itself, the forecast error is
predictable.7 If 3 is significantly less than one then analysts’
forecasts are too extreme, in the sense that high forecasts are
associated with high forecast errors, while low forecasts are
associated with low forecast errors. If 3 is significantly greater
than one then forecasts are too compressed.

(tv) The Incremental Information Content of Price-Earnings Based
Forecasts

A stronger form of forecast efficiency can be tested by examining
whether analysts’ forecasts incorporate particular sources of
publicly available information. One such source of information is
the current share price. In an efficient market, the share price is
the present discounted value of all rationally expected future
economic earnings of the company, and hence it should reflect,
inter alia, the market’s expectation of long run earnings growth.
To extract the information about future earnings embodied in
the share price, some assumption must be made about the
company’s cost of equity, or risk. The simplest assumption is that
all companies face the same constant cost of equity in the long
run, so that the earnings of each company evolve in such a way
that its price-earnings ratio converges to the current market
average price-earnings ratio. The earnings growth forecast that is
implicit in this assumption can then be used to supplement the
analysts’ earnings growth forecast in the following regression:

g =+ B+ gl + o, (5)
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where

13
—7pemt ——
e N — &

of = Pulem — e 1 Q- pu

! it
and p; is the share price of firm ¢ at time ¢ If analysts incorporate
all information contained in the current share price, the
coefficient, v, should be zero (see Capstaff et al, 1995 and
1998). Naturally, the assumption that all firms have the same
long run price-earnings ratio is a strong simplification, and a
superior forecast would almost certainly be obtained by assuming
that price-earnings ratios differ between industries. Nevertheless,
the assumption of a single market-wide long run price-earnings
ratio has been shown to forecast earnings growth over shorter
horizons (see, for instance, Ou and Penman, 1989).

(v) Forecast Error Decomposition

In order to analyse the source of analysts’ forecast errors, two
decompositions of the mean square forecast error are used. The
first decomposes the mean square forecast error into systematic
and unsystematic components. The systematic component is
further divided into a component due to forecast bias and a
component due to forecast inefficiency. In each year ¢ the
decomposition of the MSFE is given by:

1 N
MSFE, = FZ(gﬁ—g{;f = (g,—3)* + (1-B)*0%, + (1-p})0,
Li=1

(6)
where N, is the sample size in year ¢, g, and g’,f are the average
values of g;; and g{; , B+ is the slope coefficient from regression (4),
above, p; is the correlation coefficient between gj; and g;,, and 02f ;
and ai,t are the variances of g; and gZ’; The first term in the
decomposition gives the error that is due to the inability of
analysts to forecast earnings growth for the whole sample. When
computed over all years, it is therefore a measure of the error
that is due to forecast bias. The second term captures the error
that is due to forecast inefficiency. Together, these two terms
capture the systematic error in analysts’ forecasts. In contrast, the
third term captures the component of the error that is purely
random. This decomposition is particularly useful since it reveals
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to what extent forecasts can be improved through ‘optimal linear
correction’ procedures (see Mincer and Zarnovitz, 1969; and
Theil, 1966). For instance, if the main component of mean
square error is systematic, rather than random, then assuming
that the data generating process for both the actual data and the
forecast data remains constant, the accuracy of analysts’ forecasts
can be substantially improved by using the predicted values from
regression (4), above, rather than the forecasts themselves. The
extent to which this reduces the inaccuracy of the forecasts
depends upon the fraction of the mean square forecast error that
is due to the systematic component.

The second decomposition breaks the mean square forecast
error into economy, industry and firm components. The
decomposition of the MSFE is given each year ¢ by:

1 N
MSFE, = NZ(gﬁ —g)?
=1

Ji
=@ B NIE B - @ -TF ()

=
S -7 (- ZP
Mizl &ir g]t it Y 24N

where J; is the number of industries in the sample, Nj is the
number of firms in industry j, g, and gfﬂ are the average values of
gy and g{; in industry j. The decomposition has the following
interpretation. As before, the first term measures the error that is
due to analysts’ inability to forecast the average growth for the
whole sample, which in this context may be interpreted as their
inability to forecast earnings growth for the economy. The
second term measures the error that is due to an inability to
forecast the deviation of average growth in an industry from
average growth in the economy. The third term measures the
error that is due to an inability to forecast deviation of individual
firm growth from average growth in its industry. The decompo-
sition for the pooled sample is computed by taking the weighted
average of the decomposition for the annual samples, with weights
proportional to the sample size each year. Such a decomposition
is useful because it reveals the level of aggregation at which
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forecast errors are made, and may reflect the particular approach
used to generate earnings growth forecasts (see Elton, Gruber
and Gultekin, 1984). In the present study, each industry is
defined by a two digit SIC code. This yields a total of 56
industries, with an average of about twelve firms in each industry.
The use of three digit SIC codes vields a large number of
industries that comprise only a single firm. In these cases, the
firm-specific error and industry specific error are not separately
identifiable, and are reflected in the third component of the
decomposition. The effect of using two digit, rather than three
digit SIC codes is therefore to increase the firm specific error and
reduce the industry specific error.

For both decompositions, it is convenient to express each term
as a percentage of the total mean square forecast error. For the
pooled samples, the mean square forecast error components are
averaged over the individual years, with weights proportional to
the sample size each year.

(vi) The Performance of Analysts’ Forecasts Conditional on Firm and
Forecast Characteristics

In order to explore possible heterogeneity in the performance of
analysts’ long run earnings growth forecasts, the sample is
partitioned by various characteristics of the firm whose earnings
are being forecast and of the forecast itself. Specifically, the
sample is split into equally sized quintiles on the basis of market
capitalisation, market-to-book ratio, price-earnings ratio and the
level of the forecast itself. Forecast accuracy, bias and efficiency is
then examined for each sub-sample. Forecast accuracy is
measured by the mean square forecast error given by (2),
forecast bias is measured by the mean forecast error given by (3),
while forecast efficiency is measured by the estimated slope
parameter in regression (4).

In order to identify the marginal effects of each of the firm and
forecast characteristics on forecast accuracy, bias and weak form
efficiency, the following regressions are estimated:

(gie — g{;)2 = a + Bilomy + Bomby + Bspey + 54gi’; + vy, (10)
ir — g{; = a -+ Blnmy + Bomby + Psper + ﬁ4g{; + vy (11)
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and

(gh — ) (gn —T) — (gh — )] = a + Prlnm + Bomb
+Bspei + 54&'/; + vy, (12)

where Inm;, is the natural logarithm of the market capitalisation of
firm ¢ at the beginning of the forecast period, mb; is the market-to-
book ratio and pe; is the price-earnings ratio. The dependent
variables in the three regressions are the summands in (a) the
mean square forecast error, (b) the mean forecast error and (c)
the estimated covariance between (g; — gi’;) and gl-’;.s

(vii) Estimation Procedure

In order to allow for time specific market wide shocks, each of
the regression equations (4), (5), (9), (10), (11) and (12) is
estimated by OLS, including fixed time effects. However,
inference based on OLS estimates of the variance-covariance
matrix of the disturbance term may be misleading since both
heteroscedasticity and cross-sectional correlation are likely to be
present in the data. One potential solution is to use GLS, in
which the heteroscedasticity and cross-section correlation are
parameterised and estimated. However, in the present case, GLS
is infeasible since the number of cross-section observations is
large relative to the number of time series observations. This
paper employs instead the non-parametric approach of Froot
(1989), which is robust to both contemporaneous correlation
and heteroscedasticity. This involves partitioning the data by a
two digit SIC code and assuming that the intra-industry
correlation is zero. This then allows the consistent estimation
of the parameter covariance matrix. The Froot estimator is
modified using the Newey-West (1987) procedure in order to
allow for the serial correlation in the regression error term that is
induced by the use of overlapping data.

4. RESULTS

(1) Forecast Accuracy

Panel A of Table 1 reports the mean square forecast error, given
by (2}, for the pooled sample and for each individual year. It also
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