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8. If a non-routine shutdown occurred, refer Generator to follow the facility’s trip investigation
procedure

9. Save Outage / Derate Request Form on SharePoint.

10. Refer to the new Real-Time Monitoring & Dispatching Process Document for information on
reallocating AS that the Resource can no longer provide.

3.1.2. Generator Forced Outage Completion or Extension (Generator)

Procedural Steps

1. On or about the preceding day of the planned outage end time, the generating facility shall confirm
impending completion of the outage via telephone call to GenDesk and Austin Energy (for FPP 1 &
2)

2. Update Qutage / Derate Request Form as needed to reflect changes greater than 2 hours. Send to
“GenDesk Outage” email group.

3. Upon completion of outage finalize and archive Outage / Derate Request Form. Send to “GenDesk
Qutage” email group.

3.1.3. Generator Forced Outage Completion or Extension (GenDesk)

Procedural Steps
1. Generator declares forced outage is completed or there is need for extension of outage
2. Generator forced outage completion or extension is communicated / scheduled with ERCOT
a. GenDesk enters outage completion time or extension in PC| Outage Scheduler, submit to
ERCOT and startup included in Current Operating Plan if appropriate
b. Include Austin Energy in discussion for FPP 1 & 2
c. GenDesk to discuss with generating facility as necessary

3.2. Opportunity Outages
3.21. Forced Outage occurs prior to Planned Outage (Generator)
Failure of (or necessary repairs to) critical power plant equipment occurs that triggers a forced outage
within 8 days of previously scheduled and approved Planned Outage.
Procedural Steps
Inform GenDesk and Austin Energy (for FPP 1 & 2) of Forced QOutage
Ensure safe and orderly shutdown
The resource may remain off-line and start the approved planned outage earlier than scheduled
Submit Qutage / Derate Request Form to GenDesk as soon as details of event are available Send
to “GenDesk Outage” email group
Follow the facility’s trip investigation procedure

= IO =

o

3.2.2. Forced Outage occurs prior to Planned Outage (GenDesk)
When a specific resource has been forced off-line due to a Forced Outage and the resource has been
previously approved for a Planned Outage to start within the next 8 days, ERCOT may approve the
resource to remain off-line and start the Planned Outage earlier than scheduled.

Procedural Steps

1. Call facility (as soon as practicable), requesting information for cause of trip and expected return to
service time

2. Notify ERCOT as soon as practicable

3. Verify in ERCOT Outage scheduler the Planned Outage start date is 8 days of less of current
Forced Outage

Lower Colorado River Authority
Confidential Page 8

1099



LCRA Generation Reliability Procedure Manual
QOutage Scheduling Process V05.04

4. If the Forced Outage is on FPP 1 & 2 contact Austin Energy and discuss options to start Planned
QOutage earlier than scheduled
5. Coordinate with the resource facility (Austin Energy for FPP 1 & 2) to determine whether
contractors are able to start planned outage earlier than scheduled
6. Coordinate with the Day-Ahead group to determine the financial exposure to start planned outage
earlier than scheduled
7. Build a Forced Outage in PCI Outage Scheduler and submit to ERCOT MIS Outage Scheduler
during the Adjustment Period.
*NOTE* The Forced Outage end date and time cannot overlap with the approved Planned Outage
planned start date, time.
8. Once submitted to ERCOT, a warning message “Conditions for a resource Opportunity Outage are
met, etc.” in the ERCOT Outage scheduler
9. The ERCOT Outage scheduler will display “Take Opportunity” selection, select yes (Appendix E)
10. Once approved by ERCOT, this Opportunity Outage basically fills in the time period between the
Forced Outage and the Planned Outage

3.3. Outage of Transmission Equipment Owned by Generator

Transmission equipment that is owned by the generation facility may need to be removed from service
for repair or replacement while resource stays on-line. Normally these outages are entered into the
outage scheduler by the Transmission owner however there may be occurences when the GenDesk
must enter these outages. Follow the steps in Appendix G to enter transmission equipment outages in
the ERCOT outage scheduler.

3.3.1. Request Outage of Transmission Equipment (Generator)

Procedural Steps

1. Generating facility coordinates and schedules work with LCRATSP (SOCC)

2. Notify GenDesk of outage request by telephone call

3. If the reason for the outage is non-routine due to equipment failure or possible misoperation and
operation of the resource will result in a single contingency, or will otherwise reduce system
reliability, notify Engineering to review.

Engineer reviews situation and prepares report for submittal to GenDesk

Send report to GenDesk

Save report in EDMS

ook

3.3.2. Coordinate Outage of Transmission Equipment (GenDesk)
Procedural Steps
1. Receive outage request from Resource Facility
2. Verify outage with interconnecting Transmission Owner and monitor / ensure Transmission Owner
coordinates outage with ERCOT
3. GenDesk decides whether to submit the Engineer’s report (if report was created) to ERCOT

3.4. Outage of Telemetry / Control / Communication Equipment

3.41. Emergency Outage of Telemetry / Control / Communication Equipment
(GenDesk)
Procedural Steps
1. Call ERCOT and other affected parties to inform them of the outage
2. Provide estimate of duration
3. Complete work to restore service

Lower Colorado River Authority
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4. Inform all affected parties of equipment back in service

3.4.2 Planned Outage of Telemetry / Control / Communication Equipment (GenDesk)
Procedural Steps
Identify need for outage
Determine scope and necessary duration
Determine desired start date / time
GenDesk and affected party discuss the outage request
a. Include ERCOT in discussion if outage impacts data and communication exchange with this
entity
b. Include Austin Energy in discussion for FPP 1 & 2
c. GenDesk to discuss with generating facility as necessary
5. Negotiate / agree on outage start date / time and duration — E-Mail confirmation
6. Plan and execute outage as agreed
7. Inform all affected parties of equipment back in service

= LURD =
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4 Withdrawal of Approval for Planned Outages of Resource from ERCOT

4.1. ERCOT Issues an Advance Action Notice (AAN)

1. If ERCOT believes it cannot maintain reliability and has exercised all other means to resolve and the
cancellation or early return to service of a resource that has been approved for an outage, then they
may issue an Advance Action Notice.

2. The AAN must state the date and time the possible Emergency Condition would begin as well as the
date and time it would end. ERCOT must also state what actions they might take including the capacity
amounts they would seek from an Outage Adjustment Evaluation (OAE).

3. ERCOT must issue and AAN at least 24 hours before it conducts and OAE and ERCOT should not
issue an Outage Schedule Adjustment (OSA) unless an OAE has been concluded.

4. Once ERCOT issues an AAN, the GenDesk will notify the GenDesk Manger and inform him ERCOT
will be conducting an OAE.

5. Gendesk will identify any planned outages that might be affected during the dates and times
specified in the AAN.

6. If any planned outages are able to be rescheduled before ERCOT conducts the OAE, GenDesk
should contact ERCOT and inform them of which outages will be changed and update said outages in
the ERCOT Outage Scheduler utilizing PCI.

7. If any outages are cancelled or rescheduled, update GenDesk will update the COP and submit to
ERCOT.

8. Update logbook accordingly.

4.2. ERCOT Issues Outage Schedule Adjustment (OSA)
1. ERCOT notifies GenDesk that it has issued an OSA for an LCRA resource.
2. GenDesk will notify GenDesk manager of OSA and which resource is affected.
3. The decision to leave the resource online or place the resource in an OFF status will be determined
and the GenDesk will be notified.
4. If the unit remains online, the resource status must be updated to “ONRUC”.

a. Any resource that remains online and uses an “ONRUC” status must remain at LSL until
dispatched by SCED above that level.

b. The EOC for the resource must also be updated to the System Wide Cap (SWC).
5. If the resource is shown in an “OFF” status, then the resource must remain off-line and cannot be
self-committed during the hours of the OSA. The resource will be available for the RUC process.
6. Any outage affected by an OSA may be rescheduled as long as the new outage does not start
before the OSA ends.

Lower Colorado River Authority
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5§ Forms and Resource Specific Procedures

5.1. Outage / Derate Request Form

The Outage / Derate Request Form can be found in the ‘Forms Library’ on SharePoint using the
following link:

http://team.lcra.org/sites/GOP Compliance/Outage Derate Forms/Forms/Allltems.aspx

Lower Colorado River Authority
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6. Document Control
Prepared by:

KEMA Inc 7/18/2007
6.1. Review Log
Reviewed By Title Date

Facility NERC Coordinators, Greg Graham, | SME Team 07/07/2009
Tony Rossi, Jim Guenther
Facility NERC Coordinators, Jay Watson, SME Team 04/13/2010
Tony Rossi, Jim Guenther, Arnold Lewis
Jay Watson, Greg Pyka SME Team 05/25/2011
Facility NERC Coordinators, Jay Watson, SME Team 08/05/2011
Arnold Lewis
Jay Watson, Greg Pyka SME Team 10/25/2011
Jay Watson, Greg Pyka SME Team 03/13/2012
Note Jay Watson, Greg Pyka SME 10/3/2012
Jay Watson, Greg Pyka, Alton Matthews, SME 8/16/2013 & 9/27/2013
Clifton Dukes
Mike Hale, Greg Pyka SMEs 02/12/2015
Greg Pyka, Darren Hughes SME 08/31/2016
Greg Pyka SME 1/6/2020
Ron Friday 4/16/2020 & 12/9/2020
Ron Friday SME 11/3/2021

6.2. Change History

The change history below reflects changes to the Manual or its structure.

Version Description of change Date

01.00 Initial issue 7/18/2007

02.00 General revisions to incorporate AESI recommendations and updates 11/25/2008
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Version Description of change Date
03.00 Performed annual review 08/17/2009
2.1.1 Clarified frequencies for reviews
2.1.2 Added section for GenDesk long-term planning coordinator steps
2.1.3 Added note to step 3
2.1.4 Changed Pmax to Seasonal HSL
2.3.1 Clarified timeframe for confirmation with GenDesk
2.3.3 Clarified timeframes and elaborated use of Outage / Derate Request
form
2.4.1 step 12 Changed procedure reference from “86 lockout” to “trip
investigation”
3 Deleted outage guidelines
3.1 Clarified long-term / short-term responsibilities
3.2 Modified Outage / Derate Request form
4.1 Changed review period to calendar year
4.3 Added section for approval signatures
Deleted compliance monitoring section
04.00 Performed annual review 04/19/2010
1.2 Changed reference from VAR-002 to IRO-004; also changed ERCOT
reference to Nodal Protocol 3.1
1.3 Updated flowchart
Section 2 general changes: Changed “resource plan” to “current operating
plan”. Clarified locations for documentation storage. Clarified when to use
the “Outage / Derate Request Form”.
2.1.1 Clarified that long term outage plans are maintained in spreadsheet
format by GenDesk Long Term Outage Coordinator and the “Outage /
Derate Request Form” is not used for long term outage planning.
2.1.3 Changed timeframe for near-term outages from 14 days to 30 days.
2.1.4 Removed criteria for reporting derates — LCRA practice is to report all
derates
2.4.1 Clarified when engineering review is required when generator-owned
transmission equipment is removed from service
2.6 Deleted unnecessary procedures related to external requests for
outages.
3.1 Personnel names replaced with job titles
3.2 Updated form
Appendix F Updated contact list for ERCOT Outage Coordination team
Lower Colorado River Authority
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Version

Description of change

Date

04.01

Performed periodic review. Updated to reflect changes due to
implementation of Nodal Market. Changed references from Texas Market
Link to ERCOT Market Information System (MIS). Updated steps involved
with entering outage information in PCl. Changed criteria for derates to
match new ERCOT definition. Deleted cyclic review process. Updated
Outage / Derate Request Form. Updated screen shots in Exhibit E for PCI
and MIS.

8/05/2011

04.02

Performed periodic review. Updated to reflect changes due to changes in
the Nodal Market.

08/25/2011

04.03

1.2 Updated Related Documents section
2.1.4 Revised to include 15 minute notification of Derate

2.1.4 (8) Referenced to Real-Time Resource Monitoring & Dispatching
Process Document

2.3.2 Revised to include 15 minute notification of Forced Outage

2.3.2 (12) Referenced to Real-Time Resource Monitoring & Dispatching
Process Document

Description of Change field — Included new Appendix F (Combined Cycle
Outage Scheduling in PCI).

Appendix G is not listed in the table of contents.

Quick link from table of contents section does not relocate you to the
Appendix F.

Appendix F, page 37, first sentence, uild should be “Build.”

03/13/2012

04.04

Revised procedure to handle derating of a resource

2.1.2 Removed long term planning coordinator

2.1.3 Removed derate reference, defined planned and maintenance outage
2.1.4 Removed derate reference

2.3 Added new section for derate

2.3.2 Defined the 48 hour duration of a derate

2.4.2 Removed derate reference

2.5 Added Opportunity Outage section

Removed section 3 — Process Flow Diagram

Added Appendix-G

10/3/2012
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Version Description of change Date

05.00 Major Revision 09/27/2013
2.1.2 Updated location of long term outage schedule
2.3.2 Updated new ERCOT Protocol requirements pertaining to derates
2.3.2.1 New section devoted to derates lasting longer 48 hours
2.3.2.2 New section devoted to derates less than 48 hours and modified all
procedural steps
3.1.2 Realigned the procedural steps and included notification to GenDesk
Magr in the event of a 1000mw loss of generation
4.2 Updated the outage/derate form
Appendix F, updated to include other scenarios
Appendix |, new user guide added

05.01 1.2 Updated Related Documents section 02/12/2015
2.1.3 Clarified the language regarding 45 day outage submittal
2.1.4 (2) Removed requirement to notify ERCOT via phone call
2.2.4 Added step 3, shall notify ERCOT prior to resuming service
2.3.2.1 Removed 15 minute notification to ERCOT of derate
2.3.2.2 Removed 15 minute notification to ERCOT of derate
3.1.1 Removed 15 minute notification to ERCOT of derate

05.02 1.2 Updated Related Documents section 08/31/2016
2.1.2 (2) Clarified the GenDesk manager will track long term outages
2.2.2 (1) Removed reference to resource plan and inserted COP
2.2.4 (3) Clarified document storage area
3.1.2 (7) Updated to reflect NERC Event Reporting Form
4.1 Removed section
Appendices have been updated as follows:
Appendix A — now ERCOT Protocols — Outage Information
(consolidated Appendix A-D into one appendix)
Appendix B — now ERCOT Outage Scheduler System (previously
Appendix E)
Appendix C — now Combined Cycle Outage Scheduling in PCI
(previously Appendix F)
Appendix D — now ERCOT Outage Coordination Organization
(previously Appendix G)
Appendix E — prior contents of this appendix was removed entirely;
Appendix E is now ERCOT Outage Scheduler — Opportunity Outage
(previously Appendix H)
Appendix F — now Multiple Derates on a Single Resource (previously
Appendix |)

Lower Colorado River Authority
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Version Description of change Date
05.03 1.2 Updated Related Documents section 4/16/2020
2.1.4 Added Planned Outage on Reliabiltiy Resource — Blackstart
(Generator)
2.1.5 Added Maintenance Level Il & lll on Reliability Resource — Blackstart
(Generator)
3.1.1 Added All Forced Reliability Resources, TSP/ERCOT notification
05.04 1.2 — Related Documents — updated to include ERCOT Protocol 3.1.6.9 | 11/3/2021
Withdrawal of Approval or Acceptance and Rescheduling of Approved or
Accepted Planned Outages of Resource Facilities
2.1.7 — Removed section 2.1.7 titled Outage Issues ldentified (GenDesk)
NEW section 4. - Withdrawal of Approval for Planned Outages of Resource
from ERCOT
Lower Colorado River Authority
Confidential Page 17
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6.3. Approval

Major Revision

Management Approval Required

X

Minor Revision

Management Approval Not Required

Outage Scheduling Process / Version 05.04

Authorized by:

Joel Firesetone, VP, Regulatory and Market Compliance

(Authorization made via MS Outlook voting feature. Please see attached report.)

Approval:

(Approval made via MS Outlook voting feature. Please see attached report.)

Darren Hughes

Manager, GenDesk

Ron Friday

Real-Time Operations Coordinator

Lower Colorado River Authority
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Teresa Krabe

From: Teresa Krabe

Sent: Wednesday, November 3, 2021 %50 AM

To: Joel Firestone; Darren Hughes; Ron Friday

Cc Teresa Krabe [Teresakrabe@laa.org)

Subject: URGENT - APPROVAL REQUEST: Outage Scheduling Process, VI5.04
Attachments: Outage Scheduling V05.04.doox

Tracking: Recipient Response

Joel Firestone ez, | have reviewed the documentiz) and APPROVE
of the contents: 111272021 2:35 PM

Damen Hughes ez, | have reviewed the documentiz) and APPROVE
of the contents: 11,3,2021 713 PM

Ron Friday Yez, | have reviened the document(z) and APFROVE
of the contants: 11,/8,2021 638 AM
Teresa Krabe (Teresa Krsbe@ioraong)

Teress Krabe Yes, | have reviewed the document(s) and APPROVE
of the contents: 11,3,/2021 254 AM

Animmediate review of the Outage Scheduling Process, V03,04 waz conducted which required revizion. The
document now requires your reviewapproval. A dean copy iz attached. All changes can be fund in the Change
History table onpage 17.

Please complete your review and submit your response - while on the LCRA network using vour LCRA 1ssued
compurer — by way of the vote feature located at the top of thiz email by Friday, November 5. 2021. The version
effective date within the document header will be identified as the date the last approval 1= obtained and updated
upon completion of the voting process.

Thank you,

Teresa Krabe

Lower Colorado River Authority | Regulatory and Market Compliance Anahyst, Sr.
0 512-578-4040 C 512-483-1825

Teresa.Kra CRA.

Enhancing the Lives of Texans
Confidentizlity Motice: The informztion contzined in this emzil mes=ge and any attachm ents may be privilzed 2nd may contzin confidentiz] informztion. If vou have

recaived tis emzil insror, plase mmadizely notify the snder and permznantly delzi the apail and znystachments AttorneywClient Privilees policiss pply o this
and 2l communications tofrom thisacoount
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7. Appendix A — ERCOT Outage Scheduler System

PCI Outage Scheduler

If a Resource trips off-line, first, notify ERCOT verbally per our normal procedures.
Using PCI Outage Scheduler, submit the outage as described below.

fgpyka on pciappw02s:7001 | ¥4.5.06.1334 | Dutage Management | PCI GenManager ERCOT | PCI Genera - Windows Internet Explorer

———

@ ~) - Il’ﬂl http:{{pciappw02s: 7001 fcomman| mmon/forward. jsp?got hedulerGrid. jsparidoptions=| yeliid

File Edit ‘iew Favorites Tools Help

< ¢ Favorites ‘ 9= @&  Free Hotmail

PeI gpyka on pciappw02s: 7001 | ¥4,5,06,1334 | Outage ... I I "'} - D ~ [ Y @ v Page v Safety ~ Tools v @v
Generation Supply Management System A | %@ | PCIHome | Support |User: gpyka | Portal | Help | Logout

Partfolio: [ErcoT

h'ib'li'i' .i.‘sri Outage Management

—

4[05/01/2011 | > [0601/2011 » ] [Show Al | Pupdate PDelete PSave PAdd PCopy PApprove )PUnapprove PSubmit P Query

D Edit Wrn 1S0 MRID Action Resource Name Outage Type Outage State Outage Status Start Date

e s e e e e e e e et et et

| Context: [pcI GenManager ERCOT  +|

@ & E} —1
# = €0 min

End Date Nature of Work

« |
Results 1-27 of 27 1

@ 2011 Power Costs, Ine. | PCI GenManager ERCOT — Outage Management — Outage Scheduler

74028 | » Edit | | QLCRA.OTG.FR.Red Submit - Create Outage | BUCH_3 |Fr | ComplE | Acept | 05/26/2011 11:55 CDT | 05/26/2011 12:00 COT | Other

73269 P Edit QLCRA,OTG.PL.Res Submit - Create Outage AUSTIN_2 PL Active Accpt 05/26{2011 07:00 CDT  05/26/2011 17:00 CDT

73931 P Edit QLCRA,OTG,M1.Re: Submit - Create Outage GIDEON_2 M1 CompME Accpt 05/25{2011 06:00 CDT  05/25/2011 16:00 CDT  Cooling Water Problems/R
73558 P Edit QLCRA.OTG.PL.Res Submit - Create Outage FERGUSOM_1 PL ComphE Appry 05(25/2011 06:00 CDT  05/25/2011 11:30 CDT  Other

73231 P Edit QLCRA.OTG.PL.Res Submit - Create Outage MARBLE_FALLS_1 PL ComphE Accpt 05/25/2011 07:00 CDT  05/25/2011 11:26 CDT

73266 P Edit QLCRA,OTG.PL.Res Submit - Create Outage BUCH_2 PL Active Accpt 05/25/2011 07:00 CDT  05/27/2011 17:00 CDT

73265 P Edit QLCRA.OTG.PL.Res Submit - Create Outage BUCH_1 PL ComphE Accpt 05(23/2011 07:30 CDT  05/24/2011 16:53 CDT

73483 P Edit QLCRA.OTG.PL.Res Submit - Create Outage GIDEON_2 PL ComphE Appry 05(24/2011 06:00 CDT  05(24/2011 16:15 CDT  Cooling Water Problems/R
73268 P Edit QLCRA.OTG.PL.Res Submit - Create Outage AUSTIM_1 PL ComphE Accpt 05/24/2011 07:31 CDT  05/24/2011 16:01 CDT

48519 P Edit QLCRA.OTG.PL.Res Submit - Create Outage INKS PL ComphE Accpt 03{28/2011 08:06 CDT 05/20/2011 16:12 COT

73560 P Edit QLCRA.OTG.PL.Res Submit - Create Outage MFORD_1 PL Accpt Accpt 06{01/2011 08:00 CDT  06{01/2011 17:00 CDT  Other

73230 P Edit QLCRA.OTG.PL.Res Submit - Create Outage WIRTZ_1 PL Accpt Accpt 06{01/2011 07:00 CDT  06{01/2011 17:00 CDT

73267 P Edit QLCRA.OTG.PL.Res Submit - Create Outage BUCH_3 PL ComphE Appry 05/19/2011 07:29 CDT  05/13/2011 16:54 CDT  Other

73459 P Edit INKS 05{19/2011 20:00 CDT  05/20{2011 07:00 COT

73392 P Edit INKS 05(18/2011 20:00 CDT  05{19/2011 07:00 CDT

7323z P Edit QLCRA.OTG.PL.Res Submit - Create Outage GIDEON_2 FL ComphE Appry 05(17/2011 06:00 CDT  05{17/2011 15:05 CDT  Inlet Air Problems/Repairs
73391 P Edit INKS 05/17/2011 20:00 CDT  05/18/2011 07:00 CDT

73350 P Edit INKS 05{16/2011 20:00 CDT  05{17/2011 07:00 COT

72677 P Edit QLCRA.OTG.PL.Res Change - Update Actual End  WIRTZ_2 PL ComphE Accpt 05/05/2011 07:30 CDT  05/06/2011 14:47 CDT  Other

7z9zz P Edit QLCRA.OTG.FE.Res Change - Update Actual End  AUSTIN_1 FE ComphE Accpt 05/03/2011 12:57 CDT  05/06/2011 09:55 CDT  Other

72676 P Edit QLCRA.OTG.PL.Res Submit - Create Outage WIRTZ_1 PL ComphE Appry 05/03/2011 07:01 CDT  05/04/2011 16:22 CDT  Other

72649 P Edit QLCRA,OTG.PL.Res Submit - Create Outage AUSTIM_1 PL ComphE Appry 05/02{2011 01:00 CDT  05/02/2011 04:00 CDT  Other

72650 P Edit QLCRA.OTG.PL.Res Submit - Create Outage AUSTIN_Z PL ComphE Appry 05(02/2011 01:00 CDT  05{02/2011 04:00 CDT  Other

72713 P Edit QLCRA.OTG.M1.Re: Submit - Create Outage FPP_3 M1 Recvd RatE 04/28/2011 01:00 CDT  05/01/2011 02:37 CDT  Tube Leak

72716 P Edit QLCRA.OTG.PL.Res Submit - Create Outage WPP_G4 PL Active Appry 04/29/2011 12:01 CDT 06/05/2011 18:00 CDT  Other

72717 P Edit QLCRA,OTG,FR.Res Submit - Create Outage GIDEON_1 FR Active Accpt 04/27/2011 17:30 CDT  05/04/2011 18:00 COT  Fuel Limitation/Lack of Fue
47331 ) Edit QLCRA.OTG.PL.Res Submit - Create Outage INKS PL Cancl Cancl 04/04/2011 08:00 CDT  05{13/2011 17:00 CDT  Other

Al

Done

o e o F & Local intranet

‘a~ [ ®mi0%e -

PCI Outage Scheduler:

Content: select “PClI GenManager ERCOT”
Select “Outage Management”

Select “Outage Scheduler”

Select appropriate start/end date

Select “Update”

Select “Add” to enter a new outage/derate

=0 Q00T W

Lower Colorado River Authority
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{ZERCOT Outage Scheduler - Outage ID:0 - Windows Internet Explorer

Status
Outage Status Approved Approved On Approved By
I [T 7 I
Outage State 1SO MRID Last Modified On Last Modified By
05/27/2011 08:50 CDT
Action
Action Action Reason
|Submit - Create Outage j
Required
Plant Unit Event Type
I H H |
Begin Date to End Date {Actual) Outage Type
Planned Start to Planned End Nature of Work
Earliest Start to Latest End Dominant Derate
O
|SO Optional
Requestor Notes Supporting Notes
I1SO Notes
PCI Optional
I Exclude from GADS I~ Long-Term Planning GADS Event Type Lj Curtailed MW |0.0
I Post Analysis Impacted I Unit Testing GAC
I Ficticous Event Cause Codes
Duplicate Revisions o
1 Days ~ Save' Save & Approve | Close | Yiew Revisions LI

@™ 00000

i. FE — Forced Extension

ii. FR — Forced Outage or Forced Reduction (Derate)

ii. M1 —Maintenance Level 1
iv. M2 — Maintenance Level 2
v. M3 — Maintenance Level 3

vi. PL — Planned Outage
RS — Reliability Resources (RMR, Black Start Resources)
UE - Unavoidable Extension

Vii.
viii.

h. “Nature of Work” — Select appropriate reason
i. “Requestor/Supporting Notes” — must populate fields when “other” was selected in “Nature of
Work” field (providing more details to ERCOT of outage)

j. “Save & Approve” — Saves all data within PCI
Lower Colorado River Authority

Confidential

New window opens up and populate fields with outage/derate information
“Action Field” — Select Submit-Create Outage for all outages/derates

“Plant” — Select appropriate Resource Facility
“Unit” — Select appropriate Resource
“Event Type” — Select EOO-PCI OS-Outage (never use CHCL-Outage Scheduler)
“Begin Date to End Date (Actual)” — Select appropriate time line for outage
“Outage Type”
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{2 gpyka on pciappw02s:7001 | ¥4.5.06.1334 | Outage Management | PCI GenManager ERCOT | PCI Genera - Windows Internet Explorer

p——
@ S [m ttp: {{pciappw02s: 7001 fcommonyportal. jsp?ga=/commanyforward. jsp?aoto={common, Li Ll
File Edit View Favorites Tools Help
5.7 Favorites ‘ 9= € Free Hotmail
Pex gpyka on peiappw02s:7001 | ¥4.5.06.1334 | Outage ... I ] w)‘hl\ B - O o= v Page~ Safety ~ Tools ~ ‘9‘.
LCRA Nodal Generation Supply Management System o | <% | PClHome | Support |User: apyka | Portal | Help | Logout |
Portfolio: [ercoT =] Context: [pcIGenManager ERCOT =]
e ] | EFiP Manager || Bid Evaluator || outage Management
_—— e
<|05/01/2011 | > |0B/01/2011 b 2] | Show All ~¥| Pupdate PDelete PSave PAdd PcCopy P Approve PUnapprove )FSubmit P Query & & Lzl
) - 60 min
D Edit Wrn IS0 MRID Action Resource Name Outage Type Outage State Outage Status Start Date End Date Nature of Work
74026 | » Edit | | QLCRA.OTG.FR.Res Submit - Create Outage | BUCH_3 |FR | ComphE | Acept | 05f26{2011 11:55 CDT | 05/26/2011 12:00 CDT | Other
73269 P Edit QLCRA.OTG.PL.Res Submit - Create Outage AUSTIN_2 FL Active Accpt 05/26/2011 07:00 CDT  05/26/2011 17:00 CDT
73931 P Edit QLCRA.OTG, M1 Re: Submit - Create Outage GIDEON_2 ML CompME Accpt 05/25/2011 06:00 COT  05/25/2011 16:00 CDT  Cooling Water Problems/R
73555 P Edit QLCRA.OTG.PL.Res Submit - Create Outage FERGUSON_1 FL ComphE Appry 05/25/2011 06:00 CDT  05/25/2011 11:30 CDT  Other
73231 P Edit QLCRA.OTG PL.Res Submit - Create Outage MARBLE_FALLS_1 FL ComphE Accpt 05/25/2011 07:00 CDT  05/25/2011 11:26 CDT
73266 P Edit QLCRA.OTG.PL.Res Submit - Create Outage BUCH_2 FL Active Accpt 05/25/2011 07:00 CDT  05/27/2011 17:00 CDT
73265 P Edit QLCRA.OTG PL.Res Submit - Create Outage BUCH_L FL ComphE Accpt 05/23/2011 07:30 CDT  05/24/2011 16:53 CDT
73483 P Edit QLCRA.OTG.PL.Res Submit - Create Outage GIDEON_2 PL CompNE Appry 05/24/2011 06:00 CDT  05/24/2011 16:15 CDT  Cooling Water Problems/R
73268 P Edit QLCRA.OTG PL.Res Submit - Create Outage AUSTIN_L FL ComphE Accpt 05/24/2011 07:31 CDT  05/24/2011 16:01 CDT
48819 P Edit QLCRA.OTG.PL.Res Submit - Create Outage INKS PL CompME Accpt 03282011 08:06 COT 05/20{2011 16:12 CDT
73560 P Edit QLCRA.OTGPL.Res Submit - Create Outage MFORD_L FL Accpt Accpt 06/01/2011 08:00 CDT  06/01/2011 17:00 CDT  Other
73230 P Edit QLCRA.OTG PL.Res Submit - Create Outage WIRTZ_1 FL Accpt Accpt 06/01/2011 07:00 CDT  06/01/2011 17:00 CDT
73267 P Edit QLCRA.OTG.PL.Res Submit - Create Outage BUCH_3 FL ComphE Appry 05/19/2011 07:29 CDT  05/19/2011 16:54 CDT  Other
73459 b Edit INKS 05/19/2011 20:00 CDT  05/20/2011 07:00 CDT
73392 P Edit INKS 05/18/2011 20:00 CDT  05/19/2011 07:00 CDT
73232 P Edit QLCRA.OTG PL.Res Submit - Create Outage GIDEON_2 FL ComphE Appry 05/17/2011 06:00 CDT  05/17/2011 15:05 CDT  Inlet Air Problems/Repairs
73391 b Edit INKS 05/17/2011 20:00 CDT  05/18/2011 07:00 CDT
73350 P Edit INKS 05/16/2011 20:00 CDT  05/17/2011 07:00 CDT
72677 P Edit QLCRA.OTG.PL.Res Change - Update Actual End  WIRTZ_2 PL CompNE Accpt 05/05/2011 07:30 CDT  05{06/2011 14:47 CDT  Other
72922 P Edit QLCRA.OTG.FE.Res Change - Update Actual End  AUSTIN_1 FE CompE Accpt 05/03/2011 12:57 CDT  05/06/2011 09:55 CDT  Other
72676 P Edit QLCRA.OTG PL.Res Submit - Create Outage WIRTZ_1 FL ComphE Appry 05/03/2011 07:01 CDT  05/04/2011 16:22 CDT  Other
72649 b Edit QLCRA.OTG.PL.Res Submit - Create Outage AUSTIN_L PL ComphE Appry 05/02/2011 01:00 CDT  05/02/2011 04:00 CDT  Other
72650 P Edit QLCRA.OTG PL.Res Submit - Create Outage AUSTIN_2 FL ComphE Appry 05/02/2011 01:00 CDT  05/02/2011 04:00 CDT  Other
72713 b Edit QLCRA.OTG.M1.Re: Submit - Create Outage FPP_3 M1 Recvd RatE 04/28/2011 01:00 CDT  05/01/2011 02:37 CDT  Tube Leak
72716 P Edit QLCRA.OTGPL.Res Submit - Create Outage WPP_G4 FL Active Appry 04/29/2011 12:01 CDT  06/05/2011 18:00 CDT  Other
72717 P Edit QLCRA.OTG.FR.Res Submit - Create Outage GIDEON_1 FR Active Accpt 04272011 17:30 COT  05/04/2011 18:00 CDT  Fuel Limitation/Lack of Fue
47331 P Edit QLCRA.OTG.PL.Res Submit - Create Outage INKS FL Candl Cancl 04/04/2011 08:00 CDT  05/13/2011 17:00 CDT  Other
« | vl
Results 1-27 of 27 1
® 2011 Power Costs, Inc. | PCI GenManager ERCOT — Outage Management — Outage Scheduler
Done [ [ [ &3 Localintranet ‘o v [ ®io0w -
a. Click in the field of outage/derate you want to submit, field will be highlighted
£ 113 4 i
b. Click on “Submit” — submits outage/derate from PCI to ERCOT
% 113 3
c. Click on “Update

ERCOT ID number

Lower Colorado River Authority
Confidential

After a successful submission, the “ISO MRID” field will populate with a the corresponding
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ERCOT Market Information System (MIS)

If PCl is out of service, enter outage in MIS as follows.
| 72 Applications - Windows Internet Explorer provided by LCRA
o

Ele Edt View Favorites

)~ |&) hips:
Tools  Help

w R 1‘51 ~ | @ applications 2 PCI GenManager ERCOT Out... | |

Welcome, Gregory M QSE Pyka DUNS:0432268852000

F\ ERCOT.com ™L

ERCOT MARKET INFORMATION SYSTEM

Friday, May 27, 2011 10:07 am CDT

ContactUs | Help | Protocol View

Markets Grid Reports Applications Groups and Rules Services MNotices
Dashboard Portlets sgs ERCOT Applications cE
O Day-Ahead and Real-Time LMPs o Extract Subscriber
& LMP Contour Map o Market Manager

= Outage Scheduler
al Retail
nditions o Market Daf
o ilary Service Capacity
© Electric Reliabilty Council of Texas, Inc. All rights reserved. Terms of Use | Privacy

S Local intranet

# 100% -

ERCOT Market Information System (MIS)

a. Using the appropriate digital certificate to log into MIS

b. Select “Applications”
c. Select “Outage Scheduler”

Lower Colorado River Authority
Confidential
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Outage Scheduler - Summary Screen - Windows Internet Explorer pro:

| &9 ) ~ &) htpsimis ercot.c action?os._ = v &[4[ x
| Fle Edt View Favorites Tools Help @ -
% 4 | @ outage Scheduler - Summary Screen ‘ Q-8 v b Page - () Tooks ~
OUTAGE SCHEDULER “ERC ~
| ERCOT
Weicome Gregory I QSE Pyka, LOWER COLORADO RIVER AUTHORITY (QSE) Current as of: May 27 2011 10:13
outage summary \ [IEERETRIA ShowiHide Columns
I [] show Actual Start & End Print Summary Information | Export xml | Export csv
q 12 b P Pagetof2 TotalRecords: 26 Refresh
Resource Qutages Custom Fitter applied. Restore defautt settings. Custom Filter
wrn ) ﬁ:’:’: Station Equip 5’3” 1‘?;‘::9" g‘m’ PI Start PlEnd Req Company HSL LsSL RegDate

LCR00001585 INKSDA INKS_G1 uN Planned Canceled Apr 042011 08:00 May 132011 17:00 QLCRA 0 0 Sep02201008:38

LCR00001637 GIDEON GIDEONG1 un Planned Canceled Apr 082011 20:00 May 06 2011 08:00 QLCRA 0 0 Sep02201008:46

LCR00002498 INKSDA INKS_G1 un Planned Accepted Mar 28 2011 08:00 May 20 2011 17:00 QLCRA 0 0 Sep15201016:57

LCR00013523 WIPOPA WPP_G4 un Forced Ext Accepted Mar 252011 08:15 Jun 05 2011 18:00 QLCRA 40 13 Mar25201108:56

LCRO0015785 AUSTPL AUSTING1 un Planned Approved May 022011 01:00 May 022011 04:00 QLCRA 0 0 Apr24201107:40

LCR00015786 AUSTPL AUSTING2 UN Planned Approved May 022011 01:00 May 02 2011 04:00 QLCRA 0 0 Apr24 2011 07:42

LCR00015845 WRTZ WIRTZ_G1 UN Planned Approved May 03 2011 07:30 May 04 2011 16:30 QLCRA 0 0 Apr252011 11:44

LCR00015846 WIRTZ WIRTZ_G2 UN Planned Accepted May 05 2011 07:30 May 06 2011 16:30 QLCRA 0 0 Apr 252011 11:47

LCR00016065 FPPYD2 FPP_G3 UN Unavoidable Ext Accepted Apr 282011 01:00 May 012011 03:00 QLCRA 280 280 Apr 27 2011 07:06

LCRO0016146 WIPOPA WPP_G4 uN Planned Approved Apr29201112:01 Jun 052011 18:00 QLCRA 40 13 Apr2720111448

LCRO0016205 GIDEON GIDEONG1 un Forced Ext Accepted Apr 27 2011 17:30 May 04 2011 18:01 QLCRA 0 0 Apr27201118:00

LCR00016965 AUSTRL AUSTING1 uN Forced Ext Accepted May 03 2011 1257 May 032011 2200 QLCRA 8 8 May0320111450

LCR00016985 AUSTRL AUSTING1 uN Forced Ext Accepted May 032011 2201 May 06 2011 18:00 QLCRA ) 0 May0420110021

LCRO0017265 WRTZ WIRTZ_G1 un Forced Accepted May 09 2011 09:55 May 092011 11:00 QLCRA 0 0 May09201110:58

LCR00018386 MARBFA MARBFAG1 uN Planned Accepted May 25 2011 07:30 May 25 2011 11:30 QLCRA 0 0 May12201114:56

LCRO0018418 GIDEON GIDEONG2 uN Planned Approved May 17 2011 06:00 May 17 2011 16:30 QLCRA 0 0 May13201106:02

LCR00018505 BUCHAN BUCHANG3 un Planned Approved May 192011 07:30 May 192011 17:00 QLCRA 0 0 May13201109:24

LCR00018496 BUCHAN BUCHANG1 N Planned Accepted May 232011 07:30 May 24 2011 17:00 QLCRA 0 0 May13201109:24

LCR00018495 BUCHAN BUCHANG2 N Planned Accepted May 25 2011 07:30 May 27 2011 17:00 QLCRA 0 0 May13201109:24

LCR00018526 AUSTPL AUSTING1 uN Planned Accepted May 24 2011 07:30 May 24 2011 17:00 QLCRA 0 0 May132011 1451

E) LCR00018525 AUSTPL AUSTING2 uN Planned Accepted May 26 2011 07:30 May 26 2011 17:00 QLCRA 0 0 May132011 1451
LCR00019086 GIDEON GDEONG2 un Planned Approved May 24 2011 06:00 May 24 2011 17:00 QLCRA 0 0 May20201104:04

LCR00019090 FERGUS FERGUSG1 un Planned Approved May 25 2011 06:00 May 25 2011 14:00 QLCRA 0 0 May20201114:20

LCR00019245 GIDEON GDEONG2 un Maint 1 Accepted May 25 2011 06:00 May 25 2011 17:00 QLCRA 0 0 May24201116:36

LCR00020905 BUCHAN BUCHANG3 un Forced Accepted May 26 2011 11:55 May 26 2011 15:00 QLCRA 0 0 May26201111:57

| 12 p P Page1of2 TotalRecords: 26 Refresh () | [ _Create New Outage  [JRY
% Local intranet F100% +

a. “Custom Filter” — choose the appropriate date range, resource, node
b. “Create New Outage” — only use this if PCl system is out of service
c. “Refresh” — displays the latest changes within the outage scheduler

Lower Colorado River Authority
Confidential Page 24
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8. Appendix B — Combined Cycle Outage Scheduling in PCI

STEPS:
1. Plant requests a GT1, GT2 and ST1 Outage for the same time duration.

1.1 Building the GT1 outage - this will build an EQO unit constraint for GT1 and 2X1 and 1X1
configuration.

fEH( 07T Dutage Scheduler - Outage 1000 - Windows Internet Explorer

Status

Oustage Status Approved Approved On Approved By

[ N [ [

Outage State 150 MRID Last Modified On Last Modified By

[ | [03/02/2012 12:17 CST |

Action
Action Action Reason
| Subrmit - Create Outage | |
1. Select GT1
Required
Plant Unit Event Type
[LosTRI_CC1 =] [LosTPINES_GT =l [ECO- PCIOS - Qutage =]
Begin Date 1o Emd Date (Actual) Outagpe Type
031720121000 1 [0317/2012 20.00 [FL =]
Planned Star to Planned End Mature of Work
037720121000 | |0317/2012 20.00 [Overhaul =]

Earliest Start to Latest End |
03172012 10:00 » (0AAT/2012 20:00

3. Saveschanges

FSave of——— hctivate All Saloulate

Master: LOSTPINES Zxl LOSTPINES _1x1
LOSTPINES _GT1

Active Active
: l:: l;n :,, :l:;* 2. Check Active box for both
o ‘st o LOSTPINES 2X1AND
0.0 0.0 0.0 LOSTPINES _1X1
IS0 Optional =

*NOTE** By selecting both “ACTIVE” boxes, you are confirming that the constraint will cause
that configuration to be unavailable. You shall leave the box unchecked if the configuration is
still available.

Lower Colorado River Authority
Confidential Page 25
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1.2 Building the GT2 outage - this will build an EOO unit constraint for GT2

(= ERCOT Outage Scheduler - Outage ID:0 - Windows Internet Explorer [_ O] x]
Status Tl
Qutage Status Approved Approved On Approved By
Outage State ISO MRID Last Modified On Last Modified By

j03/02/2012 12:28 CST

Action
Action Action Reason
[Submit - Create Outage =] 4 SelectGT2
Required —_—
Plant Unit Event Type
[LosTPI_CC1 | [LosTPiNES G2 K +] EOO - PCI OS - Outage =
Begin Date to End Date (Actual) Outage Type
03117/2012 1000 |»»|03/17/2012 20.00 PL =
Planned Start to Planned End Nature of Work -
03/17/2012 1000 |»» 03/17/2012 20.00 [Overhaul |
Earliest Start to Latest End

s - m—— —

6. Savechanges
o' o 1 | Activate All Salculate
T Lt e e 1 L L )
LOSTPINES_GT2
il Cocsi 5. Uncheck or ensure the Active box is
HSL 151 o oy T P not checked for LOSTPINES_2X1 or
0.0 0.0 0.0 0.0 0.0 0.0 LOSTPINES_1X1
=
1.3 Building the ST1 outage- this will build an EOO unit constraint for ST1
{~ ERCOT Outage Scheduler - Dutage ID:0 - Windows Internet Explorer i [=] B3
Status
Outage Status Approved Approved On Approved By
— N — —
Outage State I1SO MRID Last Modlified On Last Modified By
BBID?JZ‘UD 1228 CST I
Action
Action Action Reason
[Submit - Create Outage |
Required
Plant Unit Event Type
|LosTPI_CCt =] [LOSTPINES_ST! | EOO- PCI OS - Outage »
Begin Date to End Date (Actual) \
03720121000 |»» 03117/2012 20.00 7. Repeatsteps above for ST
Planned Start to Planned End —
031772012 10:00 »» 031772012 20:00 '|
Earliest Start to Latest End
0317/201210:00 | 0341
PSave 4 Activate All ¢alculate
Master: LOSTPINES_2: LOSTPINES _1x1
LOSTPINES_ST1
Active Active
HSL LSL HSL LsL HSL LSL
0.0 0.0 0.0 0.0 0.0 0.0
=

Lower Colorado River Authority
Confidential

Page 26




LCRA Generation Reliability Procedure Manual
QOutage Scheduling Process V05.04

1.4 Below, verify unit constraints are as expected. All of the Lost Pines outage times match for GT1,
GT2, ST1, 2X1 and 1X1 EOOs. The existing UME for LOSTPINES_2X1 does not have to be
deleted or unapproved; an EOO takes priority over a UME constraint.

(& bfindley on pciaptw03v:7001 | ¥5.1.0.103 | PCI GenBase | PCI GenBase | GenPortal | PCI General indows Internet Explorer
~

KD ) = [ teiipiaptuoay: 7001 jcommenjportal oo

Bl Edt Vew Favortes Iooks Help

rartsltem#text 234 Bl e e e

- Favorktes | 15 & | Free Hotmail

et bfindley on peiaptw03v:7001 | ¥5.1,0,103 | PCI Gerg.. ] |

]]P‘D][ LCRA Nodal Generation Supply Management System 1w

B -

~ Page~ Safety~ Tooks~ @~

Support | User: b

I=x = oo

dley | Portal | Help | Logout

xti [PCI GenBase | GenPortal =]

g3 >0 Al s - 1 :
Lap |98 | N Constraints - filtered by [LOSTPI_CC1] » Gantt } Revisions
Add DeleteMove Copy  Find Text
[ P Edition Display Date Range As of Date.
G- P soutrlow Forecast | |All Data ] «|0317/2012 100 »>» (031720122400 b (= =
B ey DELAWARE WIND ) Update b Submit b Change ) Query ) Cancel ) Add ) Delete ) Approve b Unapprove b Export to Excel
B-L0 f Deprecated Last Updated On 0310372012 11:07 AM CST / To editinformation, select the unit. To delete information, select the record then Delete
#-{] b FERGUSON Records: 6 b Cheok All b Clear All
ity [sutant] Consraint " [ weause | Event n [ Cause Raquesied » Requesied » Fopraved " Wodified
8- fey FPP Select| Con2t Nam e | Moo | et | peginoae End Dat w | B2 Reason e || s Requested On o GADSID |approved|  Approved On & Modified 0n 5
] b GIDEON [ | » s907a |» LosTPcC1OSTPINES 1| o oo | 031720121000 | 0311720122000 | 00/ Annual OIZR02 12T |y s gy | OOZROR1ZAN0T | o | 0ID2201Z 124107 |
-3 by HYoRo_LoWeER ot ot 0o Maintenance PMCST PMCST PM CST
- 02/23/2012 03:00 | 01/01/2013 00:00 Self Committed 03/03/2012 11:06:00 03/03/2012 11:07:20 03/03/2012 11:07:20
-7 ey HYDRO_MIDDLE [T | 077 ) LOSTPICCIAOSTPINES 2x1 0 0 UME 201z 213 0o Eom iz bindley 2201225 Y e, bindley e bindley
¥ by HYDRO_UPPER | » eeo73 |» Loste_cernostrines 21| o F Eop | 03/17/2012 10:00 | 03/1772012 2000 oDoD/ Mac:::::“ 03022012 124107 | oo ler o012 24| v 03022012 124107 | oy u:wmp;«ig T .
8L ey INDIAN MESA WIND
o 0311772012 10:00 | 031772012 20:00 | 007 Annual 030212012 12:4107 030212012 124108 030212012 12:4108
0 g o st I | » 80072 |» LosTeI_cornosteines oT1| o 0 €00 2012 212 00, . 212 vindiey [03.20127 | ¥ e sindley 2012 12 bindley
B3 4 0311772012 10:00 | 03/1772012 2000 | 007 Annual 030212012 12:4151 030222012 124152 03212012 12:4152
=™ [" | »8e075 | LOSTPICCILOSTPINES GT2 0 0 €00 2012 2012 ol cinnaal iz 12 bindley 8420122 | ¥ 201z bindley iz 2 bindley
S, LOSTPINES_1x1
= - 0311772012 10:00 | 0317720122000 | 007 Annual 030212012 12:42:98 030222012 129247 030212012 12:42:47
&, LOSTPINES 261 [ | » 86076 | b LOSTPI_CCILOSTPINES_ST1| 0 0 E0D el s o LIt bfindley | 65_2012_3 ¥ bindley ST bindley

cords:6 b Check All b Clear All

(&, LOSTPINES_ST1
8- g TWPP WIND

-] oy WINCHESTER POWER PAR

® 2012 Power Costs, Inc. | PCI GenBase | GenPortal — PCI GenBasa — Assats — Constraints

T A e T

This completes building an outage when Lost Pines requires the entire unit out for
repairs.

Lower Colorado River Authority
Confidential Page 27
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2. Plant requests an outage on GT1, GT2 and ST1, but GT1 outage will begin one week
before the complete plant outage and this during time span the plant will run in 1X1

configuration while GT1 is in outage.

21

M= E3

ﬂiRlDT Outage Scheduler - Outage 1D:0 - Windows Internet Explorer
Status
Outage Status Approved Approved On Approved By
| N — —
Outage State 1SO MRID Last Modified On Last Madified By
03032012 11:51 €ST
Action
Action Action Reason
[Submit - Create Outage | [
Required I 1. SelectGT1 I
Plant Unit FOENT 19
[LosTPI_CCt =] [LostPNES GT1 & 7] EQO - PCIOS - Outage >
Begin Date to End Date (Actual) Outage Type
04012012000 |»[04/30/2012 00,00 PL >
Planned Start to Planned End Nature of Work
040172012000 |»»[04/30/2012 00:00 [ Overhaul |
Earliest Start to Latest End
[pE———— i —
. ave
Psave €—| | Activate All falculate
T T LOSTPINES _1x1 N
LOSTPINES_GT1 2. Check Active box LOSTPINES_2x1
Active /W—’
v
H Limit Lo Limat: H Uit Lo Limit i Lt Lo Umk
1770 70.0 42,0 348.0 259.0 163.0
HSL (L8 HSL LS. HSL LSt
0.0 0.0 0.0 0.0 0.0 0.0

Building the GT1 outage - this will build an EQOO unit constraint for GT1 and 2X1 configuration.

*NOTE** By selecting “ACTIVE” box, you are effectively telling PCl that a 2x1 is not available.

22

Next Build Outage

Earliest Start to Latest End
2> 047302012 00.00

for GT2 - This will build an EOO unit constraint for GT2

Status
Outage Status Approved Approved On Approved By
N
Outage State 1SO MRID Last Modified On Last Modified By
[p3iaz012 12.03 csT
Action
Action Action Reason
| Submit - Create Outage =l
Required
Plant Unit Event Type
[LosTPI_cct ~| [LosTRINES_GT2 jﬂ\eoo-f:s -Outage ~
seTTTy aaiiaern T Outage Typi
04/08720120:00  |»»04/30/2012 00.00 PL = 4. SelectGT2
PTATT STATT IO PTaTeT e Nature of Work
04/08/2012 0:00 »» 04/30/2012 00:00 | Overhaul =l

o [=] E3

4/08/2012 0.00
| Veave 6. Savechanges

er: TOSTPINGS 2w1 LOSTPINES_1x1
LOSTPINES_GT2
Ac:nv:-/__‘nn-—-'-'—'
v —
Hi Limit Lo Limit i Limdt Lo Limit Hi Limit Lo Limit
165.0 70.0 542.0 348.0 259.0 163.0
HSL st HSL st HSL st
0.0 00 0.0 0.0 0.0 0.0

Lower Colorado River Authority
Confidential

Activate All @alculate

5. Uncheck LOSTPINES_2x1 Active
and ensure LOSTPINES_1X1 Active

is checked
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*NOTE** The begin date to end date is different than the GT1 outage built on the previous page.

2.3 Building the ST1 outage - this will build an EOO unit constraint for ST1
{7 ERCOT Outage Scheduler - Outage ID:0 - Windows Internet Explorer
Status [l
Outage Status Approved Approved On Approved By
N
Outage State 1SO MRID Last Modified On Last Modified By
[;3ma201212:13 CST
Action
Action Action Reason
|Submlt - Create Outage ;]
Required
Plant Unit Event Type
[LosTPI_CCt =] [LosTRINES_ST1 -, EOO- PCIOS - Outage =
e thetwely Out; T
o i 7. Select ST1
04082012000 |»»04/30/2012 00.00 PL >
Nature of Work |—
040872012000 |»»|04/30/2012 00:00 [Overhaul =l
Earliest Start to Latest End
Loaaes I rrerra———
Save 9. Save Activate All @alculate
S o el = LOSTPINES _1x1
LOSTPINES_STY y ’ 5 &
_ “W 8. Uncheck or ensure the Active box is not checked
- - for LOSTPINES_2X1 OR LOSTPINES_1X1

Hi Limit Lo Limt Hi Limat Lo Limt Hi Limat Lo Limit

1%0.0 100.0 5420 348.0 2590 163.0

HSL LSL HSL LSL HSL LSL

0.0 0.0 0.0 0.0 0.0 0.0

I=j.

NOTE** The begin date to end date is different than the GT1 outage built on the previous page.

24 Once the outages has been entered a UME constraint must be built for the 1X1 Configuration
B s | | e Be e Tk e
\ S 3
T i g] 5 3 e 3 2 1 e
— = 11. UME must cover the time duration fromthe
o beginning of the GT1 outage to beginning of
— complete plant outage. Per the example
4/1/2012 00:00 — 4/8/2012 00:00
f o
fresm———— | 12. Select UME from drop box
===
B | 10. Select
= / E—
Cumarn 1t [ronny .- | .
Lower Colorado River Authority
Confidential Page 29
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2.5 Below, verify unit constraints are as expected. The Lost Pines outage times match for GT1 and
2X1, additionally the outages times match GT2, ST1 and 1X1 EOOs. There will be an UME for
LOSTPINES_1X1 and the existing UME for LOSTPINES_2X1 does not have to be addressed.

"bindley on pciaptw03v:7001 | ¥5.1.0.103 | PCI GenBase | PCI GenBase | GenPortal | PCI General lows Internet Explorer
@ [ecx b jpciaptwoavi7001 jcommon/portal.jspPgo=jcommen; X iewkey= e =" ext= intsTtemiete: =l 4 x e Se: £
Fle Edt View Favortes Tools Help
Favorites | 5 & Free Hotmail
mbhnd\e\/nnmaptwuﬁv:mm\VS,LOJUS\PCIGenE.H‘ | % v B) - m v Pager Safety - Tods+ @~
LCRA Nodal Generation Supply Management System @ | PClHome | Support |User ndley | Portal | Help | Logout
Portfalio: [ErcoT exti [RCT Ganease | Genpormal =]
o B <
Lp | 38 | 8 Constraints - filtered by [LOSTPI_CC1] » Gantt » Revisions
Add Delete Move Copy Find Text
Edition Display Date Range As of Date
I sssets Constuaints
565 @ soutrion Forecast | |All Data =] «[033172012 100 »» (043020122400 )
] hy DELAWARE WIND »Update D Submit b change P Query PCancel PAdd DDelete b Approve D Unapprove b Exportto Excel
L hey Deprecated Last Updated On 03/D3/2012 12:16 PM CST / To editinformation, select the unit, To delete information, selact the record then Delste.
B ey FERGUSON Records: 7 b Check All P Clear All
@ L Constraint CC [ #Cause | Evert = Evert Causs | Couss | Raquestad [ Requestea Foproved = Vidfiad
e o] o (e [ | v | oo [ S ] o | o [ revmmmse [ son o] mweson [ ] v |5
Bl by cioECN [~ | » 89082 |» LOSTPI_CCILOSTRINES_1x1| © o o [OV08/2012.00:00104/30/2012 00:00 | 0.0/ Annual Maintenance 030312012 121308 | yrgiey |o1_2012_16| v | OSOII2121308 | oy, | 0332012121308 |y gy,
g cor cot 00 PucsT Py csT PM csT
- 04/01/2012 00:00 | 04/08/2012 00:00 Self Committed 1X1 due to 03/03/2012 12:15:00 03/03/2012 12:16:26 0310372012 12:16:26
50 Ly HYDRO_MIDDLE [7 | e9084 |b LOSTPICCILOSTPINES_tx1| 0 0 uMe 0o g 2 bindley 81201217 | ¥ s bindley e bindley
(] by HYDRO_UPPER 5 | eooe0 |» Losmmi_comosromeszn| o o oo 04012012 0000 045072012 00:00 | 007 SO 120288 | oo gorp gy | COROROI2 120288 | o OABAROT2 120288 | o
-, L isuan A WD cot cor 00 Pu cT P cT PM T
. X 0212372012 03:00 0110172013 00:00 Fr— oanaz0tz 110800 | o amazotz 110720 | o[ 03032012 110720 | o
APl [ | 80077 |b LOSTPI_CCIAOSTRINES 2x1| O o UME 2012 213 0o Self Committed 2X1 2z bfindley 82201225 ¥ i bindley Frica bfindley
=, 041172012 00:00 043072012 00:00 | 0.0/ amazoz 120280 | o 0ama2012 120300 | o[ 03032012 120800 | o
HLDSWN% : 7 | »es078 | LOSTPICCANLOSTPINES_GT1| 0O 0 €00 et oy A e dfindley (6320128 | Y i bindiey prdpdes bindley
= Lt 0410812012 00:00 | 04/30/2012 0000 | 0.0/ 0310312012 12:13:08 0310312012 12:13:10 0310372012 12:43:0
&, LoSTRINES 261 [ =} » 89081 B LOSTPI_CCA/ALOSTPINES_GT2, 0O o EOO ot oot 00 Annual Maintenance PM CST bfindley | 64_2012_3 r PMCST bfindley PM CST bfindley
&, LOSTPINES_CC | ™ | » ea0ss |» LostPLccimostPINEs ST1| 0 0 £ (04PSER120000 0300 12 0000) DO/ Annual Maintanance W2 2R | hnuiey: |esio0tz.a |y [OBORRIBITABE | gy | CHOBROZAZANND gy
il LOSTPINES_oT1 Records: 7 b Check All b Clear All
2, LOSTPINES_0T2
&, LoSTRINES_ST1
B by TWPP WIND
(] gy WINCHESTER POWER PAR
© 2012 Power Costs, Inc. | PCI GanBasa | GenPortal — PCI GenBase — Assats — Constraints
Done IR [ Local intranet a~[®woow -

This completes building an outage when Lost Pines requires one GT outage prior to a
complete unit outage for repairs and unit will run in 1X1 configuration during single GT
outage.
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Building the GT outage requested - this will build an EQO unit constraint for GT requested

ooty

Lt Mt By

3.
outage.
3.1
Required
e [t Scestuni =
o 3. Save |
wn Em—==—— 1 2 Check Active Box for
- I LOSTPINES_2X1 and ensure
LOSTPINES_1X1 unchecked
50 Cpional
PCI Opaonal

Actevatn 48 bubendate

s

Plant requests an outage on one GT and unit will run in a 1X1 configuration for duration of

*NOTE** By selecting “ACTIVE” box, you are effectively telling PCI that a 2x1 is not available.

3.2
Configuration.

Once this outage has been entered, a UME constraint will need to be built for the 1X1

T Pt Anabpsin bt

[

5. UME Constraint time should
be the same as the outage

|

6. Select UME from drop box

e e

4. Select

[B=]_s=

o o Emeargaon s aset ]85 [

= & agoon | Clase

5 vt
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3.3 Below, verify units constraints are as expected. The Lost Pines outage times match for GT1 and

2X1. There will be an UME for LOSTPINES_1X1 and the existing UME for LOSTPINES_2X1 does
not have to be addressed.

{2 bfindley on pciaptw03v:7001 | ¥5.1.0.103 | PCI GenBase | PCI GenBase | GenPortal | PCI Generati - Windows Internet Explorer
') > = e iociaptwne: 7001 commeniporta so7go{common(forwerd sprgotaportalBase.ptecton=entee. itk ey=SEatartObjct= T ——— ntext=GenBaseBselectedviewNlame=Constrantsltemtext_2 = [#2l1x [ wve sea e
Ble Edt Vew Favortes Jook Hep
Favorites | 4 2 | Free Hotmal
v bindey on piptwasvi7001 | v5.1.0.103 i ere. | | M v ) - ) - Bage - Sefety~ Took - @)~
LCRA Nodal Generation Supply Management System @ | pcrHome | Support [User: bfindley | Portal | Help | Logout
Portfolio: [ErcoT =] Context: [RcT Genbare | Genporeal =]
Pl GenBase | [0
Rssets sions | Markets | Portfolios | Prices | Meters | |
4| ¥ S Constraints - filtered by [LOSTPI_CC1] » Gantt ¥ Revisions
Add DeleteMove Copy  Find Tent
Edition Display Date Range Asof Date
I Assets Constaints
B2 P southiow Forecast v |All Data =] « 0310972012 100 »»[031202012 2400
&y DELAWARE WiND )Update b Submit b Change ) Query ) Cancel PAdd D Delete ) Approve ) Unapprove b Exportto Excel
L e Deprecated Last Updated On 03/03/2012 1:01 PM CST / To edit information, select the unit. To del
B-L] by FERGUSON Records: 4 b Chack Al b Claar Al
@ [serect] Constraint e CC [ #oause [ Evert | gooooo = Evert = Requested T e Fpproved | Modfied
s S| 7 [ [P [ [ oo | ewome [ [ 52 | i croeio owoved_eresin [t rwsnesn [
[ | 89085 |) LOSTPI_CCILOSTPINES_ 1x1| 0 o une: [SRARNZI000IIARIMZ 20001 oy 3 24 PM| bfindley |81 2012_18| v (0303R01210100PM gy, (030032012 10100 PM| 1y gyq,
L HYORO_LOWER cst csT cs csT cst
= e 03/10/2012 1000 | 03/10/2012 2000 | 007 031212012 1100:40 0322012 110040 030272012 110040
7 | » 8071 |» LosTPL cormosteings 2¢1| o o 00 201z 2012 0, 2012 1 bindley 2201223 v 201211 bindley Rtz bindley
022372012 0300 0110172013 00:00 032012 110800 033012 110720 03ma012 110720
r ume 2012 201 00 iz 1 bindi v 2012 110720 | yfngie v 212 110720 | pindiey
03/10/2012 1000 | 03/10/2012 2000 | 0.0/ 03212012 11:00:40 03m22012 110041 0322012 11:00:41
r 0o 2012 a0z 207 RS Tube Las 21 bindl v 2012 110041 | pingiey 2012 110041 |yl oy
Records:4 b Chaok All b Clear All
&, LOSTRINES 1<t
&, LOSTRINES 201
&, LoSTRINES CC
&, LOSTPINES_0T1
-] ey WINCHESTER POWER PAR
© 2012 Power Costs, Inc. | PCI GenBasa | GenPortal — RCI GanBase — Assats — Constraints
Done WJ Local intranet [Fa - [®100% ~

This completes building an outage on one GT and Lost Pines Plant will be running in a 1X1
configuration during outage.

3.4 However, if the GT was committed in the day-ahead market and awarded AS, you will need to

reallocate these AS obligations from LOSTPINES 2X1 to LOSTPINES 1X1 and all other committed
units.

» Select either the Current Day or Day-Ahead on the “A/S Allocator.”

A/S Allocator

Tirme Frame: L,Zurrent Day R

Current Day \

Day Ahead

» A/S Allocation Grid

» Select Execute and wait until complete. Reallocation of AS can now be viewed by selecting A/S
Allocation Grid

A/S Allocator

Time Frame: “urrent Day v

Eiec ute\

P A/S Allocation Grid s
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» Select COP Submit then TPO Submit for either current day or next day and verify all COPs and
TPOs have been accepted at ERCOT MIS

F COP Submit Current Day
F TPO Submit Current Day
b COP Submit Next Day

F TPO Submit Next Day (After 10 AM)

» GenManager - AS Responsibility

| Bid Formulator |

AS Responsibility |0 e 0 -

Settlements

‘Outage Management

Bid Evaluator

» Check AS Net Positions — in this example, there was enough room on LOSTPINES 1X1 and/or
other resources to fully reallocate all AS obligations.

ata IETIRLT ol LMP Manager || Bid Evaluator || Outage Management || Settlements | l

L 150 | m

QSE
Op Date 031012012 |Z] bupdate ) Load from Database b Expand All b Collapse All [oLcra <]
HEL | HE2 | HE3 | HE4 | HES HEG | HE7 | HES  HES | HEIO | HEll | HE12 | HE13 HEl4 | HELS | HEI6  HEL7 | HEI8  HEL9 | HE20  HE21 | HE22 | HE23 | HE24

REGUP-SupplyResponsbli 00 00 00 00 00 151 30 00 00 00 00 00 Q0 00 00 00 00 00 00 00 00 00 00 00
REGUP-Resourcedlocatin 00 00 00 00 00 151 30 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

REGUP - Net Position 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
REGDN-SupplyResponsbil 845 845 645 845 845 845  B45 845 199 412 845 545 845 845  B45  B45 845 845 845 845 845 720 720 845
REGDN-Resowrce Alocatio 845 845 845 845 845 845  B45 845 199 412 845  B845 845 845 845 845 845 845 845 845 845 720 720 84S

REGDN - Net Position 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
RRS-SupplyResponsibiity 2360 1816 2226 1660 1660 1924 2010 230 2360 2%.0 2360 2%.0 2360 290 2360 260 2152 2120 2360 2360 230 2110 2110 2360
RRS-ASResowrce Alocatic 2360 1816 2226 1660 1660 1924 2010 230 2360 2960 2360 290 2360 290 2360 2060 2152 2120 2360 2360 230 2110 2110 2360

RRS - Net Position 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
NSPIN-Supply Responsbilt~~0.0 0.0 00 00 00 00 1386 1346 1600 1600 00 00 Q0 00 2.8 309 3.0 783 1600 1600 2428 2421 04 00
NSPIN-Resource dlocatior 0.0 0.0 00 00 00 00 1386 1346 1600 1600 00 00 Q0 00 278 309 3.0 783 1600 1600 2428 2421 04 00

NSPIN - Net Position 00 00 00 00 00 o0 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

This completes building an outage on one GT and Lost Pines Plant will be running in a 1X1
configuration during outage and reallocating AS.
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4. Current configuration on Lost Pines is 1X1. The second GT is offered into the day-ahead
market and committed by ERCOT with energy and AS. However, start-up of GT is delayed due to
mechanical problems and unit will continue to run in a 1X1 configuration until repairs are completed.

4.1 Transitioning from a 1X1 configuration at HE16:00 to a 2X1 configuration due to day-ahead
commitment. The UME’s were originally built as follows.

Unit Hame. Event Type Reason HE100 HE200 HE300 HE400 HES00 HEG00 HE700 HES00 HES00 HE1000 HE1100 HE1200 HE1300 HE1400 HE1500 HE1600 HE1700 HE1800 HE1900 HE2000 HE2100 HE2200 HE230
» GDEON2  |Unit Constraint » 112015 b X UME DAM Commit
> GIDEON_3  Unit Constraint » 110666 »X| UME  [DaN Committed HE 2] || UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME | UME
Unit Constraint » 112012 b X UTM Weekly's
» WhP_G1
» WPP_G2
» WPP_G3

» WPP_G4 |Unit Constraint » 111884 »X  EOO [Replace gemerator A

» LOSTPINES_GT1  Unit Constraint » 111852 b X EOO Tube leaks have been repaired

e
e
5}
e
5
e
5}
o

UME ends for

» LOSTPINES_GT2

» LOSTPINES_ST1 configuration

» LOSTPINES_1x1  Unit Constraint » 111423 b X UME Self Committed UME | UME A UME | UME | UME | UME | UME | UME | UME | UME | UME UME | UME UME | UME | UME
UME begins for 2X1
» LOSTPINES _2x1 configuration
Unit Constraint » 111714 » X UME Self Committed ME | UME | UME | UME | UME | UME | UME

4.2 Due to a delayed start-up, you must build the GT forced outage - this will build an EOQO unit constraint
for GT requested.

{2 ERCOT Outage Scheduler - Dutage 10:0 - Windows Internet Explorer

Action
Action Action Reason
| Submit - Create Outage | I 1. Select Unit
Required
Plant Unit Event Type
[LosTP_cct =] [LosTPiNES_GT1 =l EOO- PCIOS - Outage >
Begin Date to End Date (Actual) / Outage Type
07/09/2013 8.00 » 07/16/2013 2000 FR =
Planned Start to Planned End Nature of Work
7092013800 |»» 07/16/2013 20,00 el [Tube Leak 5
Earliest Start to Latest End
07/08/2013 8:00 »07/16/2013 20,00 «
3. Save
e ) S
i Aetivate All alculate
. LOSTPINES _2x1 LOSTPINES _1x1
LOSTPINES_GT1
Lo Active 2. Check Active Box for
v

MaxCap MnCap MaxCap MnCap MaCap MnCso LOSTPINES_2X1 and ensure

170.0 70.0 516.0 329.0 247.0 153.0 LOSTPINES_1X1 unchecked

HSL LSL HSL LS. HSL Lsu

0.0 0.0 0.0 0.0 0.0 0.0 W
ISO Optional
Requestor Notes Supporting Notes
Tube leak = | Tube leak]

=

*NOTE** By selecting “ACTIVE” box, you are effectively telling PCl that a 2x1 is not available.
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4.3 Once this forced outage has been entered, the two original UME constraints will need to
be modified to reflect the new end time for the 1X1 configuration and new start time for the 2X1
configuration.

Unit Hame Event Type Reason HE100 HE200 HE300 HE400 HE500 HE600 HE700 HES00 HES00 HE1000 HE1100 HE1200 HE1300 HE1400 HE1500 HE1600 HE1700 HE1800 HE1900 HE2000 HE2100 HE2200 HE2300 HE2400

» WPP_G2

» WPP_G3

» WPP_G4  Unit Constraint| » 111854 X EO0  |[Replace gemerator &

P LOSTPINES_GT1  Unit Constraint b 111862 b X EQO Tube leaks have been repaired

e
e
e
e
e
e
=
e

New 1X1
configuration end
time 20:00

P LOSTPINES_GT2
» LOSTPINES_ST1

» LOSTPINES_1x1  Unit Constraint » 111423 b X UME Self Committed UME # UME UME | UME UME UME  UME UME UME UME | UME UME  UME UME | UME @ UME UME @ UME = UME | UME

» LOSTPINES_2x1  Unit Constraint » 111363 b X EOO Tube leak o o g o

[
=

o o 0o o o o
UME UME UME UnE
New 2X1 configuration
begin time 20:00

4.4 Below, verify units constraints are as expected. The Lost Pines outage times match for
GT1 and 2X1. There will be an UME for LOSTPINES_1X1 and the existing UME for
LOSTPINES_2X1.

Unit Constraint b 111714 b X UME Self Committed

| pc1 GenBase |
P ontracts [

% A

* Constraints - filtered by [LOSTPI_CC1]

4 ~ » Gantt » Revisions
- pa— prre
56 P SouthLow Forecast ~| |All Data | ¢|07/09/2013 100 »» 07/10/2013 2400 > E
£ » update » submit » change » Query » cancel » add » Delete » Approve » Unapprove » Export to Excel
B FERGUSON Records: 4 b Check All b Clear All
& b rer fea] : S [ | oo | meome [ ™ — e el
e ale O 23 | b LOSTPI_CCILOSTPINES 11| © o ume | (e iy | v s hale  (61.2013_36 e fjads: ks iadks
Lo oo
L ota MESA WIND I~ | » 111883 » LOSTPI_CCIADSTPINES 2x1| O o E0O fipaistt et oy k. Al jlackson 62_2013_46 64 iy Tiadese R Jlacks:
- 07/08/2013 07/00/2013 00/ 07/00/2013 7:50:13 07/00/2013 7:50:43 07/08/2013 7:50:43
ecumosm o | o oy e v - o
Lo esd Ressiriis [ | » 111882 b LOSTPI_CCIROSTRINES 6T1| O o oo | FARAT oo ooy | oo | Acest | Tubeteak GLCRAOTG FR.R: Lcrooossaos | 7082010 T iiadson 83_2013_15 oo [badground oo [badground

S, LOSTRINES_txt
2, LOSTPINES 2¢1
&, LOSTPINES_CC
2, LOSTPINES_6T1
&, LOSTPINES_6T2
2, LOSTPINES_STH

This completes building an outage on one GT and Lost Pines Plant will be running in a 1X1 configuration
during outage.

45 Since the GT was committed in the day-ahead market and awarded AS for HE17:00-
20:00, you must reallocate these AS obligations due to delayed start-up from LOSTPINES 2X1 to
LOSTPINES 1X1 and all other committed units.

» Select either the Current Day or Day-Ahead on the “A/S Allocator.”
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A/S allocator

Time Frame: ,.liurrent Day W
Current Day \
Day shead

b A/S Allocation Grid

> Select Execute and wait until complete. Reallocation of AS can now be viewed by selecting A/S
Allocation Grid

A/S Allocator

Tirne Frame:; turrent Day v

Exec ute\

P A/S Allocation Grid s

» Select COP Submit then TPO Submit for either current day or next day and verify all COPs and
TPOs have been accepted at ERCOT MIS

} COP Submit Current Day
} TPO Submit Current Day
} COP Submit Next Day

P TPOD Submit Next Day (After 10 AM)

» GenManager - AS Responsibility

| Bid Formulator | M

AS Responsibility | G000

» Check AS Net Positions — in this example, there was not enough room on LOSTPINES 1X1 and/or
other resources to fully reallocate all AS and now you must inform ERCOT that you are returning
(giving back) the 19mw’s of RRS.

HE1 HE2 HE3 HE4 HES HE6 HE7 HE8 HE9 HE10 HE11 HE12 HE13 HE14 HE1S HE16 HE17 HE18 HE19 HE20 HE21 HE22 HE23 HE24

¥ REGUP - Supply Responsibili 69.0 0.0 0.0 0.0 4.5 30,0 30,0 30.0 30,0 30,0 30.0 43.8 99.0 30.0 62.7 99.0 99.0 99.0 51.8 93.0 99.0 99.0 99.0 30,0
[* REGUP - Resource Allocatior 69.0 0.0 0.0 0.0 S 30,0 30.0 300 300 30.0 300 43.8 99.0 300 62,7 99.0 99.0 99.0 51.8 99.0 99.0 99.0 99.0 300
REGUP - Net Position 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
[ REGDN - Supply Responsibil 39.0 39.0 39.0 39.0 39.0 39.0 39.0 20.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 13.4 39.0
[# REGDN - Resource Allocatio 39.0 39.0 39.0 39.0 39.0 39.0 39.0 202 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 13.4 39.0
REGDN - Net Position 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

# RRS - Supply Responsibility 276.0 276.0 267.5 236.0 236.0 276.0 276.0 276.0 330.0 268.4 354.0 276.0 276.0 276.0 276.0 190.0 139.0 131.0 144.0 240.0 276.0 276.0 350.0 276.0
# RRS - AS Resource Allocatic  276.0  276.0 2675 2360 2360 2760 2760 2760 3300 2494 3540 2760 2760 2760 2760 190.0 139.0 1310 1440 2400 2760 2760 350.0 276.0

RRS - Net Position 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -19.0 o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
[ NSPIN - Supply Responsibilt ~ 150.0 150.0 150.0 150.0 150.0 150.0 150.0 150.0 150.0 150.0 '%0\1:0‘0 150.0 150.0 150.0 164.7 164.7 150.0 150.0 150.0 150.0 150.0 150.0 150.0
¥ NSPIN - Resource Allocatior  150.0  150.0  150.0  150.0  150.0  150.0  1S0.0  150.0  150.0  150.0  150.0 0.0 150.0  1s0.0  150.0 1847 1647  150.0  150.0  1S0.0  150.0  150.00  150.0 150,00

NSPIN - Net Position 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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This completes building a forced outage on one GT and Lost Pines Plant will be running in a 1X1
configuration and reallocating AS.
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9. Appendix C — ERCOT Outage Coordination Organization

ERCOT Qutage Coordination Phone Number/OPX |Email addresses
Taylor: 512-248-6841/ 6842
Bobby Reed MGR |512-248-4285 breed@ercot.com
Robert Matlock  (Long Term) SUPV|512-248-3005 rmatlock@ercot.com
Jay Hawkins (45-80 & >90 Day) OC |512-248-6983 ihawkins@ercot.com
Shane Thomas (9-45 Day) |E 512-248-3813 sthomas@ercot.com
Alex Lee E 512-248-4287 alee@ercot.com
Rusty Dawson (9-45 Day) OC |512-248-4652 rdawson@ercot.com
David Tucker (9-45 Day) OC [512-248-4664 dtucker@ercot.com
Angie Moy (Res Trans) OCA |512-248-6627 amoy @ercot.com
Diane Simons (Resource) |OC |512-248-4282 dsimons@ercot.com
Darrell Jenkins (Short-Term) SUPV|512-248-6846 dienkins@ercot.com
Randy Wind (3-4 Day) OC |512-248-3939 rwind@ercot.com
Phil Sanford (3-4 Day) OC |512-248-3138 psanford@ercot.com
Jerry Vinson (3-4 Day) OC [512-248-3899 jvinson@ercot.com
Bill Dillow (3-4 Day) OC |512-248-4291 bdillow@ercot.com
Ed Mercado (3-4 Day) OC |512-248-3991 emercado@ercot.com

ERCOT Outage Coordination

Phone Number Email

512-248-6841

opsoutagecoordination@ercot.com
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10. Appendix D - ERCOT Outage Scheduler — Opportunity Outage

Update Outage Request

and scheduled in advance.

W General Information
Reqguest Date
Regquestor
Requesting Company
Primary Phone
Secondary Phone

Requestor Phone

W Outage Data
Category
Request Type
Outage Status

Actual Start

Planned Start

Earliest Start
MNature of Work
Operating Company
Station

Resource Type
Resource

HSL Dwuring Outage
LSL

Dec 22 2011 13:58

API_LCRASANZ

QLCRA
512-473-3200
512-469-6846

512-469-6811

Resource/
Planned

Accepted

Oct 06 2012 00:00

Oct 06 2012 00:00
Overhaul

QLCRA

FPPYD1

UN

FPP_G2

o

0

COutage ID
Last Updated

WVersion ID

Planned End

Latest End

Planned Outage: Any major or minor transmission or resource facility equipment cutage (other than a defined Maintenance outage) that is planned

LCRO0039168
Dec 22 2011 13:58

1

Dec 09 2012 00:00

Dec 09 2012 00:00

QLCRA

e

Submitted Forced Outage in ERCOT Outage Scheduler to begin October 2 and end October 3. Note the
red warning that an Opportunity Outage has been created because it falls within the 8 day criteria.

Update Outage Request

QLCRA

remove this opportunity.

@ he submission of this Forced Outage has created an Opportunity with Planned Outage LCR0O00351638.

Ending this outage will permanenthy

W General Information
Request Date
Requestor
Reguesting Company
Primary Phone
Secondary Phone

Requestor Phone

W Outage Data
Category
Request Type
Cutage Status

Actual Start

Mature of Work
Operating Company
Station

Resource Type
Resource

HSL During Outage
LSL

Oct 02 2012 11:02
API_LCRASANZ
QLCRA
512-473-3200
512-469-6546

512-465-6811

Resourc/
Forced
Accepted

Oct 022012 11:00

Oct 02 2012 11:00

Tube Leak
QLCRA
FPPYD1

UN

FPP_G2

o

o

'

Qutage ID
Last Updated
Wersion ID

Actual End

Planned End

Latest End

MNew Planned End

Forced Outage: An ocutage initiated manually or by protective relay in response to an observation by personnel or the system operator that the
condition of eguipment could lead to an event, or potential event that poses a threat to people, equipment or public safety.

LCROODG2728
Oct 02 2012 11:02

1

Oct03 2012 11:00
Oct 03 2012 11:00

=
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The original “Request Type” Planned Outage has now changed to Opportunity when you submitted the
Forced Outage. Select “Yes” if it's decided to start Planned Outage earlier than scheduled.

Update Outage Request

QLCRA

@ Conditions for a Resource Opportunity Outage LCR0O0039168 are met due to Forced Outage LCRO00G62

11:00)

with Planned End Date (10-03-12

Opportunity Outage: An Opportunity Outage is a special category of Planned QOutage that always involves a set of designated Resources. A
Transmission Opportunity Outage (TOO) is a two-stage process. The first stage involves submitting the initial request for a TOO with its duration, set
of designated Resources, and planned start to occur within the next 90 days. The second stage involves the actual approval and implementation of a

TOO when conditions have been met for the TOO.

W General Information

Regquest Date
Requestor

Requesting Company

Primary Phone
Secondary Phone

Requestor Phone

W Outage Data
Category
Request Type
Qutage Status
Planned Start
Earliest Start
Mature of Work
Operating Company
Station
Resource Type

Resource

Dec 22 2011 13:58
API_LCRASAN2
QLCRA
512-473-3200
512-469-6346

512-469-6811

Resource /

Opportunity

Entered Mot Yet Submitted

Oct 06 2012 00:00
Oct 06 2012 00:00
Overhaul

QLCRA

FPPYD1

UN

FPP_G2

Qutage ID LCROOO39168
Last Updated Oct 02 2012 11:02
Version ID 4

Take Opportunity @ Yes Mo

Planned End Dec 09 2012 00:00

Latest End Dec 09 2012 00:00

Lower Colorado River Authority
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11. Appendix E — Multiple Derates on a Single Resource

1. Example, FPP-3 has the standard original UME (must run economic) built for the entire year.

Planned Start to Planned End
4 S 3

L]
Event Type Curtailed MW
IUME - USER - Must Run Economic i\ 0.0
Reason
[ |
E

Outage Event Type

GADS Event Type
| E

Emerg. Return Time Units
[

Plant Unit Edition
FPF FRR_3 Forecast =
Begin Date to End Date [ Exclude from GADS
4/05/30/2013 16:00 - (01/01/2014 00:00 » [ I™ post Analysis Impacted
r Ficticious Event
Eatliest Start to Latest End " Long-Term Planning
4//05/30/2013 16:00 - (01/01/2014 00:00 » [ " unit Testing
v Approved

2. Due to back pressure problems with the condenser, FPP-3 is was derated to 409mw’s for 4% days.

Derate is built in PCI outage scheduler and submitted to ERCOT. Remember, any derate lasting

longer than 48 hours and greater than 5% of its seasonal HSL must be reported to ERCOT.

Action

Action Action Reason

|Submit - Create Outage

=l G_asting over 48hoursj

Outage Type Fo
= FR

08/12/2013 12:00 »»|08/17/2013 00:00

Required

Plant Unit Event Type

[FPP = [FPP_3 +| |EOOD- PCIOS- Outage  »]
Begin Date to End Date (Actual)

rced Reductior‘D

Planned Start to Planned End Nature of Work

08/12/2013 12:00 =+ 08/17/2013 00:00 ]| I

Earliest Start to Latest End
08/12/2013 12:00 == |08/17/2013 00:00 |

[

P Save

HSL lowered due to condens
back pressure issues

FPP_3
MinCap

MaxCap
430,0

i

HSL.
409.0

LSL
180.0

Lower Colorado River Authority
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3. The maintenance department decides to do an inspection and cleaning on the condenser so they
request one side to be taken out of service for an 8 hour period which will further limit the resource to
200mw’s. Instead of modifying and ending the original derate at the begin time of the new derate then
building another derate to start at the end of the maintenance period, it would simply be easier to leave
the original derate alone and build a second derate from Outage Scheduler for the short maintenance
window but DO NOT submit it to ERCOT. This second derate will have to built as a FR or M1 Event

Type in order for the new HSL to appear in the COP.

Action Action Reason
Create Outage
Required
Plant Unit Event Type
[FPP =] [FPP3 =] |EQO- PCIOS - Outage =]
Begin Date to End Date {Actual) Outage Type
08/15£2013 04:00 == 0B/15/2013 12:00 = IFR vI
Planned Start to Planned End Nature of Work
08/15/2013 04:00 == 0B/15/2013 12:00 = L]
Earliest Start to Latest End
08/15/2013 04:00 »»|0B/15/2013 12:00 = 8 hour time span to
inspect/clean condenser
F Save
FPP_3
MaxCap MinCap HSL lowered j
430.0 180.0
HSL
200.0 180.0
4. PCIl Outage Scheduler
114907 P Edit Submit - Create Outage FPP_3 FR 08/15/2013 04:00 COT 08/15/2013 12:00 COT
114841 P Edit QLCRA.OTG.FR.Resource.LCRO0089976 Submit - Create Outage FPP_3 FR Active Accpt 08{12{2013 12:00 COT 08/17/2013 00:00 COT
Original & Inspect/clean
submitted to condenser, not
ERCOT submitted
Lower Colorado River Authority
Confidential Page 42
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5. COP in GenManager

| Current Operating Plan | | Cutput Schedule | | InciDec Offer Three Part Offer | | ASS Offer
i SE%Ct HE | 1EL LsL HsL HEL RegUp | RegDown RRS Non-Spin il
_|

el 180.0 180.0 403.0 409.0 0.0 0.0 0.0 0.0 O

i 180.0 180.0 409.0 409.0 0.0 0.0 0o 0.0 OM

L_ 180.0 180.0 409.0 409.0 0.0 0o 0o 00 OW

L 180.0 180.0 409.0 403.0 0.o 0.0 0o 0.0 ON

L 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 OW

e 180.0 180.0 200.0 200.0 0o 0.0 n.o 0.0 O

L 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 ON

| & 180.0 180.0 200.0 2000 0o 0o 0o 00 OW

i 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 ON

l 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 OW

L 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 ON

O i 180.0 180.0 200.0 200.0 0.0 0.0 0o 0.0 OW

| E | 180.0 180.0 403.0 409.0 0.0 0.0 30.0 0.0 O

L 180.0 180.0 403.0 409.0 0.0 0.0 15.0 0.0 ON

|l 180.0 180.0 409.0 409.0 0o 0o 15.0 00 OW

i 180.0 180.0 409.0 409.0 0.0 0.0 15.0 0.0 OM

i 180.0 180.0 409.0 409.0 0.0 0.0 15.0 0.0 ON

| il | 180.0 180.0 408.0 409.0 0.o 0.0 15.0 0.0 ON

i 180.0 180.0 409.0 409.0 0.0 0.0 15.0 0.0 ON

| AU | 180.0 180.0 408.0 409.0 0.0 0.0 30.0 0.0 O

i 180.0 180.0 403.0 409.0 0.0 0.0 30.0 0.0 OW

i 180.0 180.0 409.0 409.0 0.0 0o 300 00 OW

_23” 180.0 180.0 403.0 403.0 0.0 0.0 300 0.0 OW

24 180.0 180.0 409.0 409.0 0.0 0.0 0o 0.0 OW

6. All three derate constraints are active and visible below.

Unit Hame Event Type Reason HE100 HE200 HE300 HE400 HE500 HEGOO0 HET00 HES00 HE900 HE1000 HE1100 HE1200 HE1300 HE1400
b FPP_3 Unit Constraint b 114841 b X EQO Condenser issues. 409 409 409 409 409 408 409 409 409 409 0 409 409 409 409

Unit Constraint P 114307 b X EQO Condenszer Inspection Cleaning 200 @ 200 200 200 @200 @ 200 200 200
Unit Constraint P 105330 b X UME UME | UME | UME  UME  UME UME UME UME UME  UME @ UME = UME = UME = UME

Lower Colorado River Authority
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12. Appendix F — Entering Transmission Equipment Outages

1. In the event that the GenDesk is required to enter transmission elements into the ERCOT Outage

Scheduler, use the following steps to accomplish this. Transmission elements cannot be submitted
through PCI so the first step will be to navigate to the ERCOT outage scheduler. Begin by opening
ERCOT MSI and locating the Applications Tab.

n - . }
ercot 7 Market Information System [ | search >

Markets Grid Reports Applications Groups and Rules Services

Day-Ahead Market Real-Time Market CRR Retail Load Profiling Metering Data Aggregation Seitlements

Market Manager C B | | Competitive Constraints N — |
7 View Awards Title
[ View Bids and Offers Long-Term Approved Competitive Constraints
[ View Notices
[ View Resource Parameters QSE Real Time Market c =_
[ View Resource-Specific Submissions
[ View Schedules Title
View Self-Arranged Ancillary Manual Over-riding of HDLs and LDLs
@ Services Monthly CLR Energy Deployment Performance Report
[ View Trades Monthly Generation Resource Energy Deployment Performance Report
7 View VDI QSE Ancillary Services Capacity Monitor
RTD Indicative Base Points by Resources
Unconfirmed Trades c =_ SASM Undeliverable and Failed to Provide AS Capacity
Title —|
Real-Time Operati S
Unconfirmed Ancillary Service Trades e bos =)
lneanfirmad Canacits Tradac Titla

2. Click on the Applications tab and locate the Outage Scheduler icon.

ERCOT.com User Profile | ContactUs | Help
ercots ;
7 Market Information System [ | Search >
Markets Grid Reports Applications Groups and Rules Services Notices

s Day-Ahead Market —— — —

S Roal Time Markst )| (SERCOT AeRcan =

@ crrR [ Extract Subscriber

7 Retail Jower [ Find ESIID

7 Market Manager

7 Load Profiling [ MarkeTrak /
7 Metering [ Outage Scheduler

7
O pata Aggregation 7 Texas Renewables
A Zones
[ settlements
= System Ancillary Service Capacity
Monitor

® Electric Reliability Council of Texas Inc All rights reserved Temms of Use | Privacy

Lower Colorado River Authority
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3.Clicking on the Outage Scheduler icon will open the Outage Scheduler. Click Create New Outage.

Outage Summary Warings 0

n Page 10f1

+Wm D Category ﬁ:‘“': Station
LCRO0204531 Resource GIDEON
LCR00216387 Transmission JC_BAT
LCR00216389 Transmission JC_BAT
LCR00216390 Transmission JC_BAT
LCR00216391 Transmission JC_BAT
LCRO0217136 Resource JC_BAT
LCR00217137 Resource JC_BAT

Show:
[]'Show Actual Start & End

Hide:
[TActual Ends
[Icancelled Go

Outages:
[Resource
[Transmission

Show

ide Preferences

Create New Outage

Total Records: 14 View 25 v o
E’nﬁo“ Equip E;u ?;':“‘ m” :mv‘v‘:k P start PIERd ReqCompany ~ HSL  LSL  Nmmi ReqDate 4 Vol  HIO E'go
GIDEONG2  UN  Planned Canceled Other x;o 2020 ::'0? 2020 oicra 0 0 :‘;"3:" 2019
PSEUDO_BKR CB Unavoidable Accepted g:;;zq:‘\::\enl (F’SDUSS 2020 :Ilza‘/m;]d 2020 QLCRA c 1D‘;N:236 2019 120
I g\fvmamle N g:: ';Zu::;r'r‘\em :;t;gs 2020 v;n;; :4 ] (e % ?:; :5 2019 o
w1 R ser SOCERT ee mo oLomA pepa
s lEJ;\:lvwable e 2:: 'gE‘:;v:r:em ;::m 052020 l;llzaywm A5 = ?aej :a 2019 o
JC_BATLD1 IR :)r(\‘avmdahle Accepted g:::;g:‘w:::em i:l:);A 2020 1M;“§;M 2020 QLCRA 0 0 ?;;gﬂ 2019
T T lé:'avmdahle — 2::' me::ny::\em ::x:;s 2020 :w;ly’ [;14 3] o - ?; 220 SHE

4 Select Transmission Outage and the appropriate level of outage that needs to be created (i.e. Planned,

Forced, etc.)

Resource

Planned
Maintenance 1
Maintenance 2
Maintenance 3

Forced

Transmission

Any major or minor transmission or resource facility equipment outage (other than a defined
Maintenance outage) that is planned and scheduled in advance.

An Outage submitted for Equipment that must be removed from service within 24 hours to
prevent a Forced Outage.

An Outage submitted for Equipment that must be removed from service within 7 days to prevent
a Forced Outage.

An Outage submitted for Equipment that must be removed from service within 30 days to
prevent a Forced Outage.

An outage initiated manually or by protective relay in response to an observation by personnel
or the system operator that the condition of equipment could lead to an event, or potential event
that poses a threat to people, equipment or public safety.

S

Planned

Maintenance 1

Maintenance 2

Maintenance 3

Forced

Remedial Switching Actio

Simple

Opportunity

Any major or minor transmission or resource facility equipment outage (other than a defined
Maintenance outage) that is planned and scheduled in advance.

An Outage submitted for Equipment that must be removed from service within 24 hours to
prevent a Forced Outage.

An Outage submitted for Equipment that must be removed from service within 7 days to prevent
a Forced Outage.

An Outage submitted for Equipment that must be removed from service within 30 days to
prevent a Forced Outage.

An outage initiated manually or by protective relay in response to an observation by personnel
or the system operator that the condition of equipment could lead to an event, or potential event
that poses a threat to people, equipment or public safety.

A type of Forced Outage submitted for near real-fime switching devices that will be opened to
relieve or prevent an overload condition. The Outage must start within three days, have a
maximum restoration time of four hours and cannot exceed 72 hours in duration.

An Outage for Transmission Equipment that can be removed from service without affecting LMP prices
or causing congestion. The Outage request should be submitted at least 1 day in advance, have a
maximum restoration time of 1 hour and cannot exceed 12 hours in duration.

An Opportunity Outage is a special category of Planned Outage that always involves a set of
designated Resources. A Transmission Opportunity Outage (TOO) is a two-stage process. The first
stage involves submitting the initial request for a TOO with its duration, set of designated Resources,
and planned start to occur within the next 90 days. The second stage involves the actual approval and
implementation of a TOO when conditions have been met for the TOO.
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5.Fill in the required information just as you would if creating a Resource outage and then select the
station name from the drop down menu.

Operating Company LOWER COLORADD RIVER AUTHORITY (QSE)

From Station Select Statton s
Equipment Type |
Equi
quipment A
AUSTPL
¥ Hotes BUCHAMN
CORONA
Requestor Notes
FERGCC
FERGUS
Remedial Action Plans, FPP138
Automatic Mitigation Plans  Fppyp1
Remedial Action Schemes v
FRPYD2

* Supporting Information \

* Supporing information is required before ending this outage.

7.0nce the station name is chosen, select the equipment type and select the type of equipment being
placed into an outage. For example, select CB is circuit breakers need to be in outage or XF for
transformers.

QOperating Company LOWER COLORADOQ RIVER AUTHORITY (QSE)

From Sfation FERGCC
Equipment Type Select Equipment Type B e —
Equipment 1 '
¥ Notes CB
Requestor Notes DsC
N
XF

Remedial Acticn Plans,
Automatic Mitigation Plans and
Remedial Action Schemes

* Supperting Information

* Supporling information is required before ending this outage.

Lower Colorado River Authority
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8.0nce the equipment type is selected click in the field that says Equipment and you will be asked to
select the actual Equipment Name for the outage. Click on the particular equipment to select it.

Operating Company LOWER COLORADO RIVER AUTHORITY (QSE}

—

From Station FERGCC

Equipment Type XF

Equipment Select EqTJipment Nanre
W Motes Name

Requestor Notes
GSuUo
GSU1

Remedial Action Plans, G5U2
Automatic Mitigation Flans anu
Remedial Acticn Schemes

Z

HIO  [n service

2 0ctr 2013
2 0ctr 2013
2 0ctr 2013

Cut Service

1 .Jan 9999
1.Jan 8999
1 Jan 9989

* Supporting Information

* Supporting information is required before ending this outage.

9.Some transmission elements have corresponding elements that must be placed in outage at the same
time. Once an element has been selected, click the button that says View in the Assoc Equip column.
This will show a list of all associated items that will need to be placed in an outage along with the item you
selected. Simply select those elements to add them to the outage.

Operating Company LOWER COLORADO RIVER AUTHORITY (QSE}
From Station FERGCC

Equipment Type XF

Equipment GSU0 2 Ocir 20121 Jan 9929

Selected Equipment

v oy | Samon | suma | T Fer SRS vemeqe B
1 QLCRA FERGCC AF GSU0 138 Uview )
Viewing Associated Equipment for - XF - GSUQ0

; D‘H.O})erating CD i ‘Frbr.n-»Staﬁon}; ToStaﬁon} qu_uip Typeg[ Equip “ HIO

[1 QLCRA FERGCC FERGUS LN Jo-31

[ oLcra FERGCC XF G0

[0 aLcra FERGUS CB BRKR-24300

[0 QLCRA FERGUS CB BRKR-24310

[ ©GLCRA FERGUS DsC SW-24299

[ aLcra FERGUS 0sCc SW-24301

[C] QLCRA FERGUS 0sc SW-24309

[0 @GLCRA FERGUS 0sc SW-24311

Cancel}

Remove

9

10.0Once the associated elements have been added, fill in the Requestor’'s Notes and click the Submit

button.
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Section 1- Plan Approval

As the assigned designated authority for the Hydro Control System, I hereby certify that this
disaster recovery plan is complete, and that the information contained within this plan
provides an accurate representation of the application of the system and hardware, software
and telecommunications components.

X

Ryan Schnitzler

Director, Dam and Hydro
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Section 2- Plan Design

(a) Background

The following recovery plan objectives have been established:

D saster Recovery operations |

(b) Scope

This disaster recove
. Procedures in this

plan are designed to . This

. This plan

(c) Assumptions

The following assumptions were used when developing this plan:

1. —
2. Current backuﬁs of the sistem software, conﬁiurations, controller programs,

a)
b) _
)
I
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o
H‘

The Hydro Control System Disaster Recovery Plan does not apply to the following
situations:

1.
2.

3.

Section 3- Overview

This section

(a) System Description

The information included ﬁrovides I

1.

1143



CONFIDENTIAL

Disaster Recovery

2. Physical Location —

a)

b)

d)

¢)

Buchanan Dam (x 5731 / [N
is the first upstream dam in a series of dams located along the Colorado River that are
operated by LCRA. Buchanan dam

Inks Dam (x 5741 / )— is the
second dam operated by LCRA. Inks dam

Wirtz Dam (x 5732/

third dam operated by LCRA. Wirtz dam

Starcke Dam (x 5742 /
fourth dam operated by LCRA. Starcke dam

Mansfield Dam (x 5743 / . — 1is the fifth
dam operated by LCRA. Marshall Ford

1144



CONFIDENTIAL

Disaster Recovery

f) Austin Dam (x 2707 / | Y - < ) sixth and

last downstream dam in the series of dams operated by LCRA Hydro. Austin

g) ROCC (x 3041 / Redbud,

h) HOCC (x 3041 /

1) Buchanan Admin Building

j)  Buchanan Weld Shop (Buchanan Dam) — _

3. Backup Procedure —

(b) Execution Strategy
1.
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(c) Roles and Responsibilities

This ﬁlan establishes |

1. Hydro Operations

2. Hydro Maintenance (plant phones listed above)—

3. Hydro Controls (x 3054) —

4. Hydro Management (x 3047)—

5. ISO (x

6. IT Enterprise Network (x ####) —
7. Hydro Cyber Security Coordinator (x 3054)—

8. Telecom (TOC — 512-356-6450) —
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Section 4- Activation and Notification

The Activation and Notification

(a) Activation Criteria and Procedure

1.

2. .
The following persons or roles may activate the plan if one or more if one or more of
these criteria are met:

1.F

(b) Notification

. Contact information
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y W —
e

Section 5- Recovery

_

(a) Recovery Procedures

d 0

a) _ (48 hr maximum remote operations recovery time) —

1148
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i1) Scenario 2 -

' ;

=3
~

1) Scenario 1 —

i1) Scenario 2 -
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b) |
D)
v)

.

F—

—
F

. I
|

c)

v)

1150



CONFIDENTIAL

Disaster Recovery

1151



CONFIDENTIAL

Disaster Recovery

(b) Event Documentation
All recovery events, including actions taken and problems encountered during the
recovery and reconstitution effort shall be well-documented, *
_. It is the responsibility of each team or person to

document their actions during the recovery effort, and to provide that documentation to
the Plan Coordinator.

Include the following information in documentation of recovery effort:

A

. Notification of this declaration will be provided to all business and technical
POCs.
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(c) Deactivation
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Section 6- APPENDIX

(a) Appendix A Test and Maintenance Schedule

This ilan shall be reviewed and tested on an annual basis. _

—

(b) Appendix B Vendor Contact Information
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Section 7- Revision History

Revision Revision _r :
en——— Date Description Editor
1 02-4-2014 Initial issue finalized Ryan Schnitzler
Updated plan for new system design.
2 01-06-2016 Ryan Schnitzler
3 ogiolizone, | “idatsd planier Brenard Butler
4 onasizaly | SRdastplaniar Brenard Butler
Updated contact numbers for Hydro
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Updated contact numbers for Hydro
6 02/08/2021 | Controls and Cyber Security Brenard Butler

Coordinator
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§25.53 (e)(2)(D) A pandemic and epidemic annex

Refer to Bates Pages: 66-72
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Physical Security

This procedure establishes physical security requirements and worker responsibilities
for LCRA facilities and properties.

Terms and Definitions: The following terms and definitions are used throughout this
document.

e Access badge — An electronic credential card used to gain physical access to an
area.

e General access — An area to which access is controlled but available to all
workers.

e Physical security systems — Software and hardware used to provide physical
security, including security cameras, video recorders, access badge readers,
burglar and duress alarm systems, security sensors, electrified lock sets,
intrusion detection systems, and associated information technology hardware
and software.

¢ Restricted area — An area to which access is strictly controlled and requires
special approval to have access.

¢ Regulated area — A restricted area to which access is governed by a regulatory
standard or law.

General Security Requirements

Duty to Report: Workers have a duty to report suspected criminal activity involving
LCRA facilities, property and workers, as well as any violations of the physical security
procedures.

Criminal activity and security emergencies shall be reported promptly to Public Safety
Dispatch at ext. 8911, or 512-730-8911 from an external phone. Procedure violations
shall be reported to Public Safety, Human Resources at 512-473-4004, a direct
supervisor or the ethics hotline at 877-820-0535.

Official Identification Cards: Public Safety may issue official identification cards to
support the business needs of the organization. All LCRA identification cards remain the
property of LCRA, and they must be returned upon request. Identification cards only
shall be used for their intended purposes. Lost or stolen identification cards shall be
reported to Public Safety.

Protection of Issued Equipment and Property: Workers are responsible for LCRA
equipment and property issued to them. Reasonable precautions shall be taken to
prevent the loss, theft, destruction or unauthorized use of LCRA equipment and
property. Property theft shall be reported to Public Safety Dispatch as soon as the theft
is discovered. Lost property shall be reported to the worker's immediate supervisor.
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Awareness Training: Employees will receive initial security awareness training, which
includes information on how to report emergencies, appropriate access badge use and
general workplace security information. Additional training may be required for workers
with physical access to regulated or restricted areas.

Threat Response Level: The chief of Public Safety shall determine the threat response
level for the organization and establish the appropriate level of protective measures.

Exceptions: Exceptions to the Physical Security procedures may be granted for
justified business needs. Requests shall be made in writing and approved by the chief
of Public Safety. Requests for exceptions will be reviewed at least annually.

Physical Access

Physical access shall be managed to provide workers the necessary access to perform
their duties while still limiting unauthorized access.

Access Badges: Public Safety will issue an access badge to each worker requiring
physical access to LCRA facilities after Human Resources assigns an employee
identification number to the worker and any appropriate background checks have been
completed.

Workers are responsible for their issued access badges and will be held accountable for
their use. Access badges are not to be shared or used by anyone other than the worker
to whom they are assigned. Workers shall immediately report lost and stolen access
badges to Public Safety Dispatch at ext. 6322. Workers may be charged a fee to
replace missing access badges.

Access badges shall be displayed at or above waist level on the outermost layer of
clothing. This does not apply to industrial environments if it creates a safety hazard.

Workers shall not attach anything to the access badge that may identify it with LCRA.
This helps limit the possibility of unauthorized use if the badge is lost or stolen.

Temporary Access Badges: Temporary access badges are available at some
locations for short-term use when workers forget their assigned access badges.
Temporary access badges cannot be programmed for entering restricted areas.

Temporary access badges must be returned at the end of the borrowing worker’s shift.
Any unreturned temporary access badges will be suspended, along with the borrowing
worker’s assigned access badge. The worker’s assigned access badge will be
reactivated after the temporary access badge is returned or the replacement fee is paid.

Use of Access Badges: Workers are expected to use individually assigned access
badges in accordance with this procedure. Inappropriate use of access badges is
prohibited.
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LCRA management exclusively determines what is appropriate or inappropriate badge
use. Although not an all-inclusive list, inappropriate use may include the following:

e Using or allowing someone to use an access badge that is not assigned to that
person.

e Piggybacking or tailgating through a door or gate into a secure area.

e Lending a badge to another person.

e Using an access badge in excess of one’s authority.

e Cloning or copying an access badge.

Use of PIN and Access Codes: Workers are responsible for the proper control and
use of codes in areas where personal identification numbers (PINs) and access codes
are used to gain access or activate/deactivate physical security systems. Codes must
be kept secure and may not be shared with unauthorized people. Individually assigned
codes are preferred, and they shall be changed if there is reason to believe
unauthorized people have learned the codes or when workers with knowledge of the
codes no longer require access. Shared codes may be provided for certain uses, and
they shall be changed at least quarterly.

Codes must be numbers generally unknown and difficult to guess. Codes may not
match the worker’s employee identification number or be simple or repeating numbers
(such as: 1234, 0000, 1111, 9876, etc.).

Statutory and Regulatory Requirements: LCRA complies with numerous physical
security statutory and regulatory requirements, including many focused on specific
areas and work sites. All workers entering such locations also will comply with any
additional policies and procedures to meet those requirements.

Physical Access Requests: All workers will be provided general access. Requests for
access to restricted and regulated areas must be made using the appropriate form.
Access will not be provided until all approvals are received.

Access shall be based on least privilege — granting each worker the minimum level of
access needed to perform their work functions.

Access removal will be in accordance with the LCRA Employee Policy Manual. Workers
who receive a request to terminate system and/or facility access for anyone shall

immediately contact Human Resources to ensure the access removal process has been

initiated.

Physical Access Reviews: Access lists for restricted and regulated areas will be
reviewed at least annually by an authorized approver for each area. Some regulated
areas may require more frequent reviews as determined by site-specific security
policies.
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Visitors

Visitors will be managed properly to maintain appropriate security, including the
requirement to escort visitors in areas not normally open to the public. Visitors will be
documented and managed in accordance with the procedure.

Visitors Logs: Public Safety will work with facility managers to determine where visitor
logs are appropriate based on security risk. For sites with visitor logs, all visitors will be
logged to include the visitor's name, escort name, reason for visit, and the date and time
of arrival and departure. Visitors will be escorted while in restricted areas.

Each site will have a designated employee responsible for maintaining and reviewing
visitor logs. Completed visitor logs will be forwarded to Public Safety monthly for records
retention.

Visitor and Contractor Risk Assessments: Visitors, including contractors, requiring
access to certain restricted sites are required to provide valid identification, and they will
have a risk assessment performed by Public Safety as a condition of entry. In addition
to verifying the person’s identity, Public Safety will conduct a risk assessment to
determine if allowing access creates an excessive security risk. Visitors may be denied
access at the discretion of Public Safety without providing the cause for rejection. Public
Safety will attempt to notify the LCRA sponsor if a visitor will be denied entry.
Contractors receiving security access badges must adhere to this procedure as
applicable.

Results from risk assessments are generally confidential. Due to legal restrictions, some
causes for rejection may not be shared with the visitor or the LCRA sponsor.

Restricted areas requiring a risk assessment include power plants, dams, control
centers, Public Safety offices, Hilbig Gas Storage Facility and other areas as
determined by management.

Visitor risk assessments generally are requested by contacting the security officer at the
facility being visited. If security is not stationed at the facility, contact Public Safety
Dispatch at ext. 6322 for guidance. Risk assessments on foreign nationals should be
requested at least three business days prior to arrival.

Identification Requirements: Each visitor and contractor subject to a risk assessment
must provide one of the following forms of acceptable identification:

¢ Driver’s license or identification card issued by a state or territory of the United
States.

e United States passport or passport card.

e United States military identification or Common Access Card.

e United States Department of State Personal Identification Card.

e United States Permanent Resident Card (Form 1-551).

e United States Employment Authorization Card (Form 1-766).
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e United States B1/B2 visa and Border Crossing Card.
e Foreign passport with a valid United States visa or dated entry mark.

LCRA will not accept any other form of identification, including these common
documents:

e Social Security card.

e Birth certificate.

e Foreign government consular identification card.

e Foreign passport without a valid United States visa or dated entry mark.

e Foreign government driver’s license or identification card.

¢ International driver’s license.

e United States Transportation Worker Identification Credential (TWIC) card.
e School, university or employer identification card.

Physical Security Systems

Physical security systems should be designed, deployed, protected and managed to
meet the needs of the organization and remain compliant with regulatory requirements
and best practices. Workers are accountable for properly using physical security
systems.

Physical Security Systems Management: Physical security systems are considered
enterprise assets and are managed by Public Safety. Public Safety is responsible for all
maintenance and modifications to physical security systems. Workers shall not disable,
tamper with or make changes to physical security systems without prior approval.

Physical Security Systems Standards: Public Safety will establish standards for all
physical security systems. Public Safety will ensure systems connected to LCRA
networks are coordinated with the network administrators. Nonstandard systems and
components may be authorized on a case-by-case basis when a business need cannot
be met using standardized equipment. The installation of unauthorized and “rogue”
physical security systems is strictly prohibited.

Security Assessments: Public Safety will perform risk-based security assessments on
LCRA properties to make physical security recommendations. Assessments will be
performed periodically to evaluate the physical security needs of LCRA properties.
Assessments also will be performed for all new installations or any time a significant
change is requested. The scope of the assessment will be determined on a case-by-
case basis. Copies of the assessments will be provided to the facility manager but are
protected from public disclosure. The facility manager shall provide a response to each
recommendation using the form provided within the assessment document.

Physical Security System Data: Reports, video and other data from physical security
systems may be used only for official business purposes. Requests for information
should be made in writing using the approved request form available through Public

5
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Safety. Information for criminal investigations will be turned over to LCRA Rangers or an
appropriate law enforcement agency. Information for internal employee investigations
shall be approved by Human Resources before the information is released.

Physical Security Monitoring: Public Safety Dispatch is the primary group responsible
for monitoring physical security systems. All physical security systems will be made
available to Public Safety Dispatch. Other work groups may be provided access to
monitor physical security systems to assist in the performance of their respective
operations. During a security event or public safety emergency, Public Safety will have
primary control and operation of physical security systems.

Confidentiality of Security Systems Information: Information about physical security
systems is considered confidential and shall be handled as such, including information
on system design, specifications, monitoring practices and system-generated reports.
This information shall not be released outside of LCRA without prior approval from the
Legal department and Public Safety.

Emergency Situations

LCRA also has Public Safety and Environmental departments that help prevent
emergencies and respond to emergencies when they occur. LCRA employees
managing contractors, visitors or outside resources are responsible for ensuring those
personnel are aware of the basic safety and notification policies for the facilities where
they work.

Workers should not respond to an emergency if they are not trained and designated to
respond. They should instead go to a safe location and contact the appropriate
personnel. Employees should follow the notification procedures for their work locations
or departments. Workers unsure of their facility’s emergency notification procedures
should contact the Public Safety Communications Center (LCRA Dispatch) by dialing 8-
9-1-1 from an LCRA phone, or toll free from any phone at 866-527-2267. Anyone
performing work at an LCRA work site is expected to review and understand the
emergency plans for his or her work location.

Reporting Requirements: Reporting information in a timely manner can prevent
situations from occurring or worsening. Workers must notify the appropriate group or
person of emergencies or developing situations that:

e Could have a substantial impact on the ability to deliver services.

e Could have a substantial impact on quality of life, the public or the environment.

¢ Involve a serious on-duty injury or the death of an LCRA worker, contractor or
visitor.

¢ Involve suspicious activity, crime, sabotage or other security concerns.

The appropriate person to contact varies by LCRA facility. Some LCRA facilities,
especially power plants, have their own control centers. Employees at power plants
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should contact the plant’s control center first. Control center personnel will notify
LCRA’s Dispatch. Employees at locations other than power plants should call LCRA
Dispatch by dialing 8-9-1-1 from any LCRA phone or toll-free at 866-527-2267 from any
phone.

Employees consistently reporting incidents helps Public Safety identify trends and
potentially escalating events early enough to effectively prioritize and manage critical
resources. Dispatch will request emergency services and notify appropriate response
staff and leadership in any situation that is growing or has the potential to affect the
organization. Employees should contact LCRA Public Safety Dispatch or their facility’s
control center to report incidents if they are unsure of the notification process at their
facility.

When workers report information to LCRA Dispatch or a control center, they should
include the following information:

Their name and callback number.

The exact location of the emergency.

The nature of the emergency.

Potential impact to LCRA operations, if known.
What the caller plans to do.

O = 0 B =

Radio Communications: In the event of an emergency, workers should use whatever
communications device is the most expedient.
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Cybersecurity

Cybersecurity Standards and Controls

LCRA Cybersecurity Framework: The Cybersecurity department is responsible for
establishing cybersecurity standards and controls for all of LCRA. | |

System Classification:

Authority of Cybersecurity Department: The LCRA Employee Policy Manual states
the “Cybersecurity department’s authority encompasses all LCRA information systems,

and associated information, regardless of form.” The chief
information security officer determines the content of the LCRA Cybersecurity
Framework.

LCRA Cybersecurity Framework Implementation: The LCRA Cybersecurity
Framework is developed with the input of system owners and other stakeholders. The
framework’s controls reflect the authoritative standards to which LCRA’s business units
and departments adhere. These authoritative standards will be reviewed on an annual
basis by system owners to determine if there have been any changes to the standards
that require a modification to the LCRA Cybersecurity Framework.
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The Cybersecurity department provides security assessments, consultations and other
services to assist stakeholders with understanding and implementing cybersecurity
controls.

. In such instances, s|jjil}

_In some instances, NG

Use of Non-LCRA Issued Devices

Workers may use non-LCRA-issued devices, such as personal computers, smart
phones, etc., to connect to LCRA resources remotely or while on LCRA premises as
long as the following security precautions are met:

Connecting to LCRA Resources: Workers may retrieve email and other information
on their personal devices such as smartphones provided that:

Use of LCRA Wireless Networks: Personally owned devices may only connect to
LCRA Wi-Fi networks specifically designated for such use. Personally owned devices
may not use any other wired or wireless network.

Portable Media: Only LCRA-issued USB drives should be used on LCRA systems or to
store LCRA information. If a USB drive is required for an employee’s job duties, he or

she should request one through the Service Desk. [ IEGzNGNGEE

B P icase call the Service Desk at ext. 3300 [
I G- cric flash drives such as those given away at

trade shows should not be accepted or used.

Other Personally Owned Devices: Personally owned devices, such as USB drives,
hard drives, etc., may not be attached to LCRA network equipment or computers at any
time. Computer ports may not be used to charge personal devices.
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Information Protection

Confidential or privileged information, as defined in the LCRA Employee Policy Manual,
must be stored only using devices, network locations and cloud-storage providers that
are approved by the Cybersecurity department. Contact Digital Services for additional
information regarding approved storage methods. Confidential or privileged information
also must be adequately secured during transfer such as when being emailed,
uploaded, etc.

Securing Media:

Digital Information Storage: LCRA digital information must be stored on Cybersecurity

Workers must ensure only individuals with an authorized business need have
access to digital and nondigital media containing sensitive data.

Workers must ensure digital and nondigital media containing sensitive data is
used only on authorized systems.

Media containing sensitive information must be secured in areas that are not
publically accessible.

Media must be secured while being moved between controlled areas. Workers
must maintain possession of the media/documents at all times.

Media protections remain in force until the media is properly destroyed by
shredding or other approved sanitization method. Contact Digital Services for
assistance in securely destroying digital information.

Workers shall take reasonable precautions to prevent loss, theft or unintended
destruction of digital and nondigital media. Workers are responsible for reporting
loss, theft or destruction of such media to the Service Desk immediately upon
discovery.

department-approved locations configured with security controls adequate for the type
of information being housed.

Approval is required for all media types, including:

o Cloud storage locations.

o Infrastructure (server-based) locations.

o Portable media.
Official electronic copies of documents must not be stored on laptop or desktop
computers. Instead, they should be stored on corporate servers (such as
designated SharePoint sites) so that files are backed up and properly secured.

Digital Information Transfer: When files must be shared outside of LCRA, the
following security controls must be used:

When emailing files to an outside source, the documents must be sent using a
Cybersecurity department-approved encryption method.
o Compression utilities, such as 7-Zip, have encryption methods available.
o Passwords must never be sent in the same email as the file.

10
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o If sharing files using an approved cloud provider, the files must be encrypted
prior to storing them on that location.

e When available, encrypted communication channels must be employed (HTTPS,
SFTP, etc.)

e Never use personal devices to store or transport LCRA information. Contact
Digital Services for an approved storage device if there is a justified business
need.

Information Disclosure: Workers should not disclose information to outside sources
unless they are explicitly authorized to do so. If you are not sure if you are authorized,
presume you are not.

Privacy

Workers should not have expectations of privacy in the use of LCRA email, computer
systems, voice mail, pagers, cellular telephones, tablets and mobile radios. LCRA may
inspect, use, or disclose any electronic communications and data without notice. Use
good judgment in the tone and content of electronic communications, and do not
communicate or state anything that could damage the reputation of or otherwise harm
LCRA or its workers if made public.

Monitoring: LCRA technology and systems are for the use of authorized users only.
Workers are subject to having all of their activity on LCRA systems monitored and
recorded by systems personnel. Anyone using these systems expressly consents to
such monitoring and is advised that if such monitoring reveals possible criminal activity,
systems personnel may provide the evidence of such monitoring to law enforcement
officials.

Software Installation and Use

All computer software used on an LCRA computer shall be licensed for use by LCRA.
Any software found on an LCRA computer and determined not to have been licensed by
LCRA will be removed.

Approved Software: Contact the Service Desk to have LCRA-approved and LCRA-
licensed software installed on LCRA computers.

¢ LCRA software is not for use on non-LCRA computers.

Unapproved Software: Unapproved software for which there is a business need must
have an approved exception request on file before the software is installed.

e Submit the exception using ServiceNow.
o If the software is approved, the Service Desk will arrange to install the software.

11
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Security Requirements

LCRA workers must adhere to the following additional requirements to help protect our
computers and systems from malicious actors.

Credentials Protection:

o \Workers must never share their accounts or passwords with anyone else.

e Passwords for LCRA accounts must be unique. Never use an LCRA password
on another system.

o Passwords shall be memorized and never written down or recorded along with
corresponding account information or usernames. Workers may not store
passwords in Word documents or Excel files, on SharePoint sites or in any other
format or location on LCRA systems. Electronic storage of passwords is
authorized only on designated systems approved by Cybersecurity.

e If a worker has more than one account, such as a regular account and an
administrative account, the passwords must be different.

¢ \When changing passwords, make the new password significantly different from
the current one; i.e., do not simply increment a number or use another
predictable pattern.

Defeating Controls: Workers must never attempt to defeat security controls, such as
disabling workstation antimalware or firewalls, without authorization. Workers must
never attempt to grant themselves increased privileges to a system, i.e., trying to obtain
administrator or other rights without authorization.

Least Privilege: \WWorkers only should have access to those systems and data
necessary to perform their job functions. Accessing data for which there is not a
legitimate business need is a violation of the concept of least privilege and could result
in disciplinary action.

Suspicious Behavior: If an LCRA worker notices his or her computer behaving in an
unexpected way that may indicate a compromise, he or she should report this to the
Service Desk for further analysis. Additionally, suspicious behavior observed of another
person should be reported to Public Safety.

Violations

Workers who violate or intentionally circumvent LCRA’s cybersecurity policies, controls
or requirements may be subject to disciplinary actions.

12
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Risk Management

LCRA will maintain a comprehensive risk management program that identifies,
assesses, monitors and manages material risks to LCRA’s mission and objectives.
LCRA will pursue operational excellence and accept normal business risks while
complying with all applicable laws and regulations, protecting the environment under its
stewardship, and preserving its reputation.

Multiple risk management functions and activities are in place across LCRA, which
serve to:

¢ Manage financial, market and business risks to ensure the financial integrity of
LCRA;

e Manage, develop, use and protect LCRA assets to provide reliable, cost-effective
services for its customers; and

e Manage LCRA operations in a manner to reduce or mitigate, to the extent
feasible, the conditions, hazards and practices that may cause losses.

Insurance

The insurance program provides services to manage incidents where damages to
people or property cause or may cause a potential financial loss to the agency.
Employees should immediately report all incidents to their supervisors and/or managers
and enter them into the safety incident management tool.

¢ Vehicle Incident: In the event of a vehicle incident, all workers shall adhere to
the Fleet Operators Procedure Manual section on Accidents, After-Hours
Emergencies and Roadside Assistance, and report the incident to his or her
supervisor and/or manager immediately.

o Property Damage: In the event natural and man-made exposures occur
resulting in physical damage to LCRA'’s property and/or a third party, the worker
is responsible of reporting damages to his or her supervisor and/or manager
immediately. All property damage claims will be processed by the Risk and
Business Continuity department.

o Workers’ Compensation: In the event a worker is injured on the job, the worker
is responsible for immediately reporting the incident causing the injury to his or
her supervisor and/or manager. Employees are to work directly with Human
Resources to ensure the proper treatment and processing of required claims.

e General Liability: If a worker witnesses a nonworker incident on LCRA property,
the worker is responsible for immediately reporting the incident to his or her
supervisor and/or manager and for entering the incident into the safety incident
management tool as soon as possible.
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Business Continuity Program

The Risk and Business Continuity team is responsible for governance and oversight of
LCRA’s emergency operations and business continuity planning activities. All mission-
critical facilities, operations and technology are required to have the appropriate plans in
place to ensure approved strategies are documented in actionable plans for responding
to interruption risks.

Business continuity management plans are defined as:

 Facility Emergency Operations Plan (FEOP): I

¢ Business Continuity Plan (BCP):

o Disaster Recovery Plan (DRP):

 Information System Contingency Plan (ISCP): | IIINNIIIGEGER
.
|
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